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#### Abstract

This thesis aims at investigating and developing techniques for content-based segmentation and classification of multimedia files, based on audio information. Emphasis has been given to analyzing the content of films based on audio information. In addition, part of the thesis is focused on the detection of audio classes related to violent content (e.g., gunshots, screams, etc).

An introductory investigation of several audio features is fist presented, into the context of their respective classification performance. The main part of the current thesis starts with a novel method for speech-music discrimination of radio broadcasts, which treats the problem as a maximization task. In this context, Bayesian Networks are used as probability estimators. Then an algorithm for locating the parts of an audio stream that contain music (i.e. music tracking) is presented.

Speech-music discrimination and music tracking build upon the concepts of both segmentation and classification. Thus, another major part of this thesis is related to the development of a computationally efficient audio segmentation algorithm, which treats the problem as a classification task for detecting changes in an audio stream's content. The purpose of this algorithm is to extract audio segments of homogenous content, which can then be fed as input to a classification scheme. In the sequel, a multi-class classification scheme for audio segments from films, is proposed in this thesis. The audio classes were selected to describe both violent (e.g., gunshots, screams) and non-violent (e.g., music, speech) content, while the method is based on a classifier combination technique.

In the final part, the focus on this thesis shifts on the task of recognizing the emotional state of the speaker given a speech segment. Towards this end, a regression approach has been proposed for mapping audio features to a dimensional representation of the affective content. This method has been evaluated on speech segments from movies. In addition, a method for movie characterization is proposed, based on the speech emotions detected in a movie.

Finally, an emphasis in this thesis was to develop annotated databases which were used, both for training and evaluating the several segmentation and classification methods. To this end, two different types of databases have been used. One from radio recordings, which was used in the speech-music discrimination task, and another one from a number of movies.


## Subject Area: Audio Analysis

Keywords: Audio classification, audio segmentation, multimedia analysis, violence detection.
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## Chapter 1

## Introduction

During the last decades, with the advances in the Word Wide Web and in the storage technology, an enormous increase of the available multimedia files has occurred. This explosion in the amount of the multimedia files being stored, transmitted and accessed has led to several research efforts focused on automatically and semantically analyzing the respective information. This is the task of content-based multimedia analysis.

### 1.1 Multimedia analysis

In this paragraph, a general description of the scientific area of content-based multimedia analysis is given. A general categorization of the related tasks is also presented, along with the related bibliography. Obviously, much attention has been paid to methods that deal with audio information.

Many scientific areas have contributed in order to build content-based multimedia analysis systems: pattern recognition, signal processing, image and video analysis and artificial intelligence are some of those scientific fields. Many tasks can benefit from content-based multimedia analysis. In the sequel, we describe some general categories of such applications (though, we have focused more on methods applied on audio data):

- Search-Retrieval. Large multimedia databases or file collections can contain thousands of multimedia files. Such examples are libraries of movies and videos, digital music collections and image archives. Furthermore, in many cases, multimedia files are not text-annotated, or the annotations are incomplete. It is therefore obvious that
the task of accessing and browsing such data resources is not easy. Towards this end, several content-based indexing and retrieval methods have been proposed during the last years ([1], [2]). It has to be noted that, even if a satisfactory annotation exists in a multimedia database, the use of content-based retrieval can lead to performance boosting compared to the simple text-based search methods. The first research works on multimedia retrieval and indexing focused on image files ([3], [4], [5]). During the last years, much attention has been paid to retrieval applications for video files ([6],[7],[8]). Algorithms for retrieval of audio data have mainly focused on speech or music ([9], [10],[11],[12], [13]). Especially for the case of music information retrieval, several types of applications have appeared. Query by music example (QBME) and query by humming ( QBH ) are the most basic music-related retrieval applications ([14], [15], [16]). They allow the user to easily search for a music file and therefore, they are both essential for systems with large music databases (especially when the user does not know the artist's or the song's name, which means that a text-based retrieval will not be possible). In a QBH system the input query is a human-hummed melody (monophonic signal), while the database in this case can be symbolic, which means that the music is represented based on musical scores (MIDI representation). On the other hand, in QBME systems the input query is a recorded part of a music file (polyphonic signal).
- Classification. Several methods have focused on classifying image, audio or video files to pre-defined categories. The categorical taxonomy differs between the various applications. For the case of audio information, some examples of classification methods are: algorithms for recognizing the musical genre of a music file ([17], [18],[19]), methods for recognizing a musical instrument from audio data ([20]) and also speaker recognition and identification methods ([21], [22]). Furthermore, during the last years, in the field of audio classification, much attention has been paid to recognizing affective content (i.e, emotions) in speech ([23], [24]) and music ([25], [26]). Apart from that, emotion recognition methods have also been proposed for visual (or audio-visual) information ([27], [28], [29]).
- Segmentation. Segmentation is the procedure of detecting segments (in an audio or video stream) which have a acoustically or visually homogenous content, while the
criterion of homogeneity depends on the particular task. Video segmentation methods ([1]) have mainly focused on "shot detection" (also referred to as "shot boundary detection" or "transition detection"). Shots are the most basic components of a video file and therefore their detection is fundamental for video segmentation. In most of the cases, shot detection methods use color and motion criteria from the visual information ([30]), while several methods have been proposed that use other types of data, such as audio and text ([31], [32]). In the case of audio segmentation some segmentation applications are: speaker change detection ([33]), audio event detection and general content-change detection ([34], [35], [36]). Especially for the case of audio data, the segmentation and classification stages are very often combined in a single system. In general, there are two ways to achieve this: a) By sequentially applying the two modules: in this case, first the segmentation stage is applied in order to detect homogenous segments, and then, each segment is classified to any of the adopted audio classes. Most speech-music discrimination methods follow this sequential approach ([37], [38]). b) By jointly performing the two tasks of segmentation and classification ([39], [40]). Towards this end, dynamic programming or region growing techniques are usually used.
- Abstraction. The purpose of abstraction is to represent the multimedia content in a more compact manner. In the particular case of video data ([41]), the purpose can be a) to extract static images (called key frames) that represent the overall content of the video or b) to extract a shorter and representative video clip (known as storyboard). In the first case, the process is called video summarization, while in the second case it is referred to as video skimming ([42], [43], [44]). Video segmentation and video abstraction are two tasks that usually overlap, since in most video skimming methods, a scene (or shot) detection stage is required. In the case of audio data, several summarization methods have been proposed, especially for music files ([45], [46], [47], [48]). This process of extracting representative audio parts from music tracks is often called audio thumbnailing.


### 1.2 Violence detection in video data

A very important issue related to the increase of the multimedia files (especially for those available through the World Wide Web) is that they are easily accessible by large portions of the population, with limited central control. It is therefore obvious that the need of protection of sensitive social groups (e.g., children) is imperative. Towards this end, several methods for violence detection in video files have been detected ([49], [50], [51], [44]).

In most of these methods, no audio information is used, or such use is limited to simple, energy-based features. However, the audio channel of a movie (or any video file) is very informative with respect to the content-based classification, especially when violence is the main target, because most violence-related content classes can be more easily detected through the usage of the audio data. For example, it is difficult (and most of the times impossible) to detect a gunshot in a video file by using only visual cues, but using the audio signal this task is much easier. The same happens for other violent events such as human screams or oral violence.

Therefore, an important part of the present thesis is to detect violent content in videos, using audio classification techniques. This has been achieved through the following two tasks:

- Multi-class audio classification of audio segments. The audio classes for this task have been selected to contain both violent and non-violent content.
- Speech emotion recognition in movies. The violent content of many movies lies in the oral part: anger, fear, sadness and disgust are some human feelings that are closely related to psychological violence.


### 1.3 Thesis contribution

As stated before, the purpose of this thesis is to develop methods for audio-based characterization of multimedia data. This includes segmentation, classification, event tracking and speech emotion recognition methods. Furthermore, much priority has been given to the definition of content classes related to violence, e.g. gunshots, fights, screams, oral violence,
etc, and to the corresponding features and characterization methods. More specifically, the present thesis has focused on the following:

- Speech - music discrimination: Before presenting the multi-class case, this thesis focuses on solving the binary classification-segmentation task of speech-music discrimination. Towards this end, a new method has been proposed and evaluated on real radio streams. The heart of this method is an algorithm based on dynamic programming, while Bayesian networks have been used as probability estimators. This method solves the speech-music discrimination task using a joint classification-segmentation approach, i.e., the task of segmentation and of classification of the segments is executed on a single step.
- Music tracking: this is the task of locating the parts of an audio stream that contain music. Focus has been given on using music-oriented features. The main music tracking method combines histogram-based weak learners, each one trained to the binary classification task of "music Vs other audio types". The algorithm has been evaluated on real audio streams from several genres of films. The proposed method can be used in an overall audio-based segmentation-classification scheme as a preprocessing stage which detects the music parts of the audio stream. Having detected the music segments, one can use this information for movie categorization based on the soundtrack of the film.
- General audio segmentation for detecting homogenous segments in uninterrupted audio streams. In particular, a method that faces the segmentation problem as a classification task is proposed. The proposed method is general and can be applied to any other type of signal change detection (e.g., silence detection or speaker change detection), just by changing the training data. Furthermore, the proposed method has a low computational cost, since experiments showed that the average execution time does not exceed $1 \%$ of the input audio data length.
- Content-based classification of multimedia files, with respect to violent content, using the audio medium. In particular, a method for multi-class audio classification of audio segments from films is proposed, with respect to violence detection. The main
targets of this part of the thesis were:
- To define a representative set of content audio classes, focused on the particular type of media (movie files).
- To find a good feature representation of the audio segments for the particular classification task.
- To develop an efficient method for multiclass classification of audio segments. Towards this end, a classifier combination scheme has been proposed, based on Bayesian Networks.

Note that Bayesian Networks have been selected, not only due to their ability to extract probabilities for each class, but also because they can be used to combine decisions from other sources, as visual information and subtitles.

- Emotion recognition of speech segments and movie summarization in terms of emotion labels. In particular, a method for speech emotion recognition is proposed based on a regression technique (instead of classification) and using a dimensional representation of the speech emotional states (Emotion Wheel). The first goal of this work is to investigate whether the Emotion Wheel offers a good representation for emotions associated with speech signals. Second, each speech segment is represented by a vector of ten audio features and three regression techniques have been evaluated for "mapping" the feature space to the dimensional representation of emotions. The results indicate that the Emotion Wheel is a good representation of emotional content of speech segments and that the resulting regression method can estimate emotion states of speech segments from movies, with sufficient accuracy. Finally, a scheme to extract affective content from uninterrupted audio streams from movies has been proposed.


### 1.4 Thesis outline

The present thesis is organized as follows:

- Chapter 2 presents an introduction to some basic features and respective statistics computed over audio segments, which can be used for classification and segmentation.
- Chapter 3 presents the binary segmentation-classification task of speech-music discrimination, along with the proposed approach.
- Chapter 4 presents the problem of music tracking in audio streams from movies. An effective approach to this task is proposed, based on a combination of histogram classifiers.
- Chapter 5 describes the proposed segmentation method. This segmenter can detect signal changes, according to the audio content. It can be used to extract audio segments of homogenous content, and therefore as a pre-processing step to the multi-class classification stage, described in Chapter 6.
- Chapter 6 proposes the multi-class classification method for audio segments from films. As described before, much attention has been paid to the definition of violence-related classes.
- Chapter 7 presents the proposed method for emotion recognition of speech segments from movies. Furthermore, it proposes how this approach can be used to several applications, such as multimedia summarization and violence detection.
- Chapter 8 presents the overall conclusions of the thesis, along with some possible future directions that stem from the current research.


## Chapter 2

## Audio Features Extraction

Feature extraction, as in any pattern recognition problem, is a very important stage for audio analysis and processing tasks. In this chapter some important audio features, which can be used for classification and segmentation methods, are presented. The choice of the specific features is the result of extensive experimentation and conclusions that stem from the physical meaning of the audio signals. Therefore, among the theoretical description of the audio features, some examples of differentiation of those features for different audio classes are presented.

### 2.1 Short-term processing for audio feature extraction

Let $x(n), n=1, \ldots, L$, be the audio signal samples and $L$ the signal length. In order to calculate any audio feature of $x$, it is needed to adopt a short-term processing technique. Therefore, the audio signal is divided in (overlapping or non-overlapping) short-term windows (frames) and the feature calculation is executed for each frame. The reason that this windowing technique is adopted is that audio signals are non-stationary and therefore their properties vary with time ([52], [53]). So during the time interval of a short frame the audio signal is "quasistationary".

Let $w(n)$ a window sequence of $N$ samples. The simplest window sequence is the rectangular window which is described according to the equation:

$$
w(n)= \begin{cases}1, & 0 \leq n \leq N-1  \tag{2.1}\\ 0, & \text { elsewhere }\end{cases}
$$

The windowing process of the original signal is equivalent to the multiplication of the signal with shifted versions of $w(n)$ in the time axis. Therefore, the samples of the $i-$ th frame are described using the equation:

$$
\begin{equation*}
x_{i}\left(n^{\prime}\right) \equiv x(n) w\left(n-m_{i}\right) \tag{2.2}
\end{equation*}
$$

where $m_{i}$ is the window shift of the $i-$ th frame. The values of $m_{i}$ obviously depend on the selected window size and step. The window size should be large enough for the feature calculation stage to have enough data. On the other hand, it should be short enough for the (approximate) stationarity to be valid. Common window sizes vary from 10 to 50 msecs, while the window step is associated to the level of overlap. If, for example, $75 \%$ of overlap is needed, and the window size is 40 msecs, then the window step is 10 msecs.

In Figure 2.1 an example of windowing process is presented, for a window of 200 samples and a step of 100 samples ( $50 \%$ overlap).

As long as the window size and step is selected the feature value $f$ is calculated for each frame. Therefore, an $M$ - element array of feature values $\mathbf{F}=f_{j}, j=1, \ldots, M$, for the whole audio signal is calculated. Obviously, the length of that array is equal to the number of frames: $M=\left\lfloor\frac{L-S}{N}\right\rfloor+1$, where: $N$ the window length (number of samples), $S$ the window step and $L$ the total number of audio samples of the signal.

### 2.2 Mid-term processing for audio feature extraction

The process of short-term windowing, described in Section 2.1, leads, for each audio signal, to a sequence $\mathbf{F}$ of feature values. This sequence can be used for processing / analysis of the audio data. Though, a common technique is the processing of the feature in a mid-term basis. According to this technique, the audio signal is first divided into mid-term windows (segments) and then for each segment the short-term process is executed. In the sequel, the sequence $\mathbf{F}$, which has been extracted for each segment, is used for calculating a statistic, e.g., the average value. So finally, each segment is represented by a single value which is the


Figure 2.1. Windowing process for an audio signal. Three successive frames are presented. Each frame is 200 long (in samples), while a $50 \%$ overlap has been used
statistic of the respective feature sequence. Common durations of the mid-term windows are $1-10$ secs. In Figure 2.2, the above process is presented.


Figure 2.2. Mid-term feature extraction process: each mid-term window (segment) is short-term processed, and then a statistic is calculated on the feature sequence

### 2.3 Time domain audio features

The audio features that are directly extracted from the time domain, i.e., by the signal samples, are usually simple representations of the signal energy changes. Therefore, they can be used for audio signal discrimination based on energy differentiations. These features offer a simple way of audio analysis, but it is usually necessary to be used in combination with audio features that also contain frequency-related information (Section 2.4).

### 2.3.1 Energy

Let $x_{i}(n), n=1, \ldots, N$ the audio samples of the $i-$ th frame, of length $N$. Then, for each frame $i$ the energy is calculated according to the equation:

$$
\begin{equation*}
E(i)=\frac{1}{N} \sum_{n=1}^{N}\left|x_{i}(n)\right|^{2} \tag{2.3}
\end{equation*}
$$

This simple feature can be used for detecting silent periods in audio signals, but also for discriminating between audio classes. In Figure 2.3 an example of the energy sequence is presented, for an audio stream that contains a music and a speech part. It is obvious that the variations in the speech part are higher. This is a general observation and it has a physical meaning, since speech signals have many silence intervals between high energy values, i.e., the energy envelope alternates rapidly between high and low energy states. Therefore, a statistic that can be used for the case of discriminating signals with large energy variations (like speech, gunshots etc.) is the standard deviation $\sigma^{2}$ of the energy sequence. In order to achieve energy-independency, the standard deviation by mean ratio $\left(\frac{\sigma^{2}}{\mu}\right)$ has also been used ([37]). In Figure 2.3, apart from the energy sequence, those two statistics have also been calculated.


Figure 2.3. Example of energy sequence for an audio signal that contains music and speech

### 2.3.2 Zero Crossing Rate

Zero Crossing Rate (ZCR) is the rate of sign-changes of a signal, i.e., the number of times the signal changes from positive to negative or back, per time unit. It is defined according to the equation:

$$
\begin{equation*}
Z(i)=\frac{1}{2 N} \sum_{n=1}^{N}\left|\operatorname{sgn}\left[x_{i}(n)\right]-\operatorname{sgn}\left[x_{i}(n-1)\right]\right| \tag{2.4}
\end{equation*}
$$

where $\operatorname{sgn}(\cdot)$ is the sign function:

$$
\operatorname{sgn}\left[x_{i}(n)\right]= \begin{cases}1, & x_{i}(n) \geq 0  \tag{2.5}\\ -1, & x_{i}(n)<0\end{cases}
$$

This feature is actually a measure of noisiness of the signal. Therefore, it can be used for discriminating noisy environmental sounds, e.g., rain. Furthermore, in speech signals, the $\frac{\sigma^{2}}{\mu}$ ratio of the ZCR sequence is high, since speech contains unvoiced (noisy) and voiced parts and therefore the ZCR values have abrupt changes. On the other hand, music, being largely tonal in nature, does not show abrupt changes of the ZCR. In Figure 2.4, an example of a ZCR sequence is presented, for an audio stream that contains three parts: a sound of rain, a music segment and a speech segment. As expected, the average value of the ZCR sequence for the first part (noisy sound) is higher. Furthermore, the $\frac{\sigma^{2}}{\mu}$ ratio is higher for the speech segment. ZCR has been used for speech-music discrimination ([54], [37]) and for musical genre classification ([17]).

### 2.3.3 Energy Entropy

This feature is a measure of abrupt changes in the energy level of an audio signal. It is computed by further dividing each frame into $K$ sub-frames of fixed duration. For each sub-frame $j$, the normalized energy $e_{j}^{2}$ is calculated, i.e., the sub-frame's energy, divided by the whole frame's energy:

$$
\begin{equation*}
e_{j}^{2}=\frac{E_{\text {subFrame }_{j}}}{E_{\text {shortFrame }_{i}}} \tag{2.6}
\end{equation*}
$$



Figure 2.4. Example of ZCR sequence for an audio signal that contains "rain", music and speech

Therefore $e_{j}$ is a sequence of normalized sub-frame energy values, and it is computed for each frame. Afterwards, the entropy of this sequence is computed using the equation:

$$
\begin{equation*}
H(i)=-\sum_{j=1}^{K} e_{j}^{2} \cdot \log _{2}\left(e_{j}^{2}\right) \tag{2.7}
\end{equation*}
$$

The entropy of energy of an audio frame is lower if there are abrupt changes present in that audio frame. Therefore, it can be used for discrimination of abrupt energy changes, e.g. gunshots, abrupt environmental sounds, etc.. In Figure 2.5 an example of an Energy Entropy sequence is presented for an audio stream that contains: classical music, gunshots, speech and punk-rock music. Also, the selected statistics for this example are the maximum value and the $\frac{\sigma^{2}}{\mu}$ ratio. It can be seen that the minimum value of the energy entropy sequence is lower for gunshots and speech. Therefore, in order to detect abrupt sounds of violent content (e.g., gunshots, explosions and fights) the feature energy entropy has been used in a number of publications. Though, since this feature only contains energy-related signal information, it has been used in combination with other audio features ([55], [56], [57]), or in combination with visual cues ([44]).


Figure 2.5. Example of Energy Entropy sequence for an audio signal that contains four successive homogenous segments: classical music, gunshots, speech and punk-rock music

### 2.4 Frequency domain audio features

Frequency domain (spectral) features use as basis the Short-time Fourier Transform (STFT) of the audio signal. Let $X_{i}(k), k=1 \ldots, N$, be the Discrete Fourier Transform (DFT) coefficients of the $i$-th short-term frame, where $N$ is the frame length.

### 2.4.1 Spectral Centroid

The spectral centroid, $C_{i}$, of the $i$-th frame is defined as the center of "gravity" of its spectrum, i.e.,

$$
\begin{equation*}
C_{i}=\frac{\sum_{k=1}^{N}(k+1) X_{i}(k)}{\sum_{k=1}^{N} X_{i}(k)} \tag{2.8}
\end{equation*}
$$

This feature is a measure of the spectral position, with high values corresponding to "brighter" sounds. Experiments have indicated that the sequence of spectral centroid is highly variated for speech segments. In Figure 2.6 an example of a spectral centroid sequence is displayed, for a segment that contains a speech and a scream part. It is obvious that for the scream part, the spectral centroid sequence has very low deviation.


Figure 2.6. Example of Spectral Centroid sequence for an audio stream that contains a speech and a scream segment

### 2.4.2 Spectral Rolloff

Spectral Rolloff is the frequency below which certain percentage (usually around $90 \%$ ) of the magnitude distribution of the spectrum is concentrated. This feature is defined as follow: if the $m$-th DFT coefficient corresponds to the the spectral rolloff of the $i$-th frame, then the following equation holds:

$$
\begin{equation*}
\sum_{k=1}^{m} X_{i}(k)=C \sum_{k=1}^{N} X_{i}(k) \tag{2.9}
\end{equation*}
$$

where $C$ is the adopted percentage. It has to be noted that the spectral rolloff frequency is normalized by $N$, in order to achieve values between 0 and 1 . Spectral rolloff is a measure of the spectral shape of an audio signal and it can be used for discriminating between voiced and unvoiced speech ([58], [52]). In Figure 2.7, an example of a spectral rolloff sequence is presented, for an audio stream that contains three parts: music, speech and environmental noise. The mean and the median values of the spectral sequence for each part of the audio streams are also presented. It can be seen that both statistics are lower for the music part, while for the case of the environmental noise they are significantly higher.

In Figure 2.8 we present the histograms of the median values of the spectral rolloff sequences for music, speech and gunshots audio segments ( $C$ was selected to be equal to


Figure 2.7. Example of a spectral rolloff sequence for an audio signal that contains music and speech and environmental noise.
0.9). One important observation is that for a large majority of the speech segments the statistic's value is around 0.50 . Furthermore, for the "gunshots" segments the adopted statistic is significantly higher. This is something expected, since a gunshot is a sound that is characterized by a widely distributed spectrogram (see spectrograms of a gunshot and a music segment in Figure 2.10). Finally, experiments have shown that in $96 \%$ of the gunshot segments the median value of the spectral rolloff sequence was higher than 0.5 , while the same percentage was $40 \%$ for the music and $48 \%$ for the speech segments. This discrimination ability of the spectral rolloff feature has lead us to use it for multi-class audio classification ([56]) as described in Chapter 6.

### 2.4.3 Spectral Flux

This is a measure of the local spectral change between successive frames. It is defined as the squared difference between the normalized magnitudes of the spectra of two successive frames:

$$
\begin{equation*}
F l_{(i, i-1)}=\sum_{k=1}^{N}\left(E N_{i}(k)-E N_{i-1}(k)\right)^{2} \tag{2.10}
\end{equation*}
$$

where $E N_{i}(k)=\frac{X_{i}(k)}{\sum_{l=1}^{N} X_{i}(l)}$, i.e., $E N_{i}(k)$ is the $k$-th normalized DFT coefficient at the $i$-th


Figure 2.8. Histograms of the median values of the spectral rolloff sequences for three classes of audio segments: music, speech and gunshots.


Figure 2.9. Gunshots Spectrogram


Figure 2.10. Music Spectrogram
frame.

### 2.4.4 Spectral Entropy

Spectral entropy ([59]) is computed by dividing the spectrum of the short-term frame into $L$ sub-bands (bins). The energy $E_{f}$ of the $f$-th sub-band, $f=0, \ldots, L-1$, is then normalized by the total spectral energy, yielding $n_{f}=\frac{E_{f}}{\sum_{f=0}^{L-1} E_{f}}, f=0, \ldots, L-1$. The entropy of the normalized spectral energy $n$ is then computed by the equation:

$$
\begin{equation*}
H=-\sum_{f=0}^{L-1} n_{f} \cdot \log _{2}\left(n_{f}\right) \tag{2.11}
\end{equation*}
$$

In Figure 2.11 an example of the spectral entropy sequence is presented, for an audio stream that contains a speech and a music part. It is obvious that the variations in the music part are significantly lower. A variant of the spectral entropy called "chromatic entropy" has been used in [60] and [40] in order to discriminate in an efficient way speech from music. More details are given in Chapter 3.3.


Figure 2.11. Example of Spectral Entropy sequence for an audio stream that contains a speech and a music segment


Figure 2.12. Music Chroma


Figure 2.13. Speech Chroma

### 2.4.5 Fundamental Frequency

Harmonic signals, as is the case with the signals produced from musical instruments or voiced speech segments, possess the distinct characteristic of fundamental frequency, which may vary a lot for music signals. Fundamental frequency tracking of audio signals (in the general case) is not an easy task and a large number of techniques have been proposed in the published literature mainly in the context of speech and music signals (e.g., [61], [62]).

### 2.4.6 Chroma based Features

Based on early studies on the human perception of pitch [63], Wakefield proposed in [64] a 12 -element representation of the spectral energy of a music signal, known as the "Chroma Vector". Each element of the vector corresponds to one of the twelve traditional pitch classes (i.e., twelve notes) of the equal-tempered scale of the Western music. The chroma vector encodes and represents harmonic relationships within a particular music signal and can be easily computed for each short-term window using the DFT coefficients.

In particular, the chroma vector is computed by the logarithmic magnitude of the DFT:

$$
\begin{equation*}
v_{k}=\sum_{n \in S_{k}} \frac{X_{i}(n)}{N_{k}}, k \in 0 . .11 \tag{2.12}
\end{equation*}
$$

where $S_{k}$ is a subset of the frequency space and $N_{k}$ is the number of elements in $S_{k}$. Each of the bins $S_{k}$ expresses one of the 12 pitch classes existing in western music, and therefore each of the chroma bands is separated by one semitone. The chroma vector $v_{k}$ is computed for each frame $i$ of the audio segment, resulting in a matrix $V$ with elements $V_{k, i}$. The resulting sequence of chroma vectors is known as the chromagram (as an analogy to the spectrogram). In Figures 2.12 and 2.13 the chromagrams of a music and a speech signal are presented.

In this work, two features, based on the chromagram, are proposed:

- Chroma Feature 1: The first chroma-based feature is based on the observation that, for music segments, there are usually two or three dominant chroma coefficients, while all other coefficients have values close to zero. In order to calculate this first chromabased feature, the deviation between chroma coefficients $k \in 0 . .11$ in each frame $i$ is calculated. For this feature, non-overlapping windows of 100 msecs have been adopted. Finally, the mean value of that feature sequence is used as the final statistic value.
- Chroma Feature 2: The second feature based on the chroma vector is a measure of deviation between successive frames for each chroma element. This stems from the observation that in music segments there is at least one chroma element with low deviation for a short period of time (e.g., 200msecs), i.e., there is at least one "stable" chroma coefficient. In order to compute this feature, a short-term window of 20 msecs is adopted for the computation of the chromagram. Then, the deviation of each chroma coefficient is computed for every 10 frames (i.e., a mid-term window of 200 msecs is used), and the minimum deviation is kept for each 200 msecs block. Finally, the median value of those minimum deviations is computed. This feature is a measure of the minimum (per 200 msecs block) chroma coefficient variation and, as explained above, it is lower for music signals.

The above chroma-based features encode the way the chroma coefficients are distributed, especially for music signals. They have therefore been used for music tracking ([65]) and speech/music discrimination ([40]). Though, experimental results have indicated that those features have a high discrimination ability even for multi-class audio classification tasks ([56]). In Figure 2.14, the histograms of the second chroma-based feature (i.e. the median value of the second chroma feature vector) is presented for three classes: Music, Speech and Shots.

### 2.4.7 Mel-frequency cepstral coefficients (MFCCs)

The MFCCs have been very popular in the field of speech processing [52]. MFCC is actually a type of cepstral representation of the signal, though, the frequency bands are computed using the mel-scale, instead of the linearly-spaced approach. In order to extract the MFCCs from a frame, the DFT is computed and the resulting spectrum is given as input to a mel-


Figure 2.14. Histograms of the 2nd chroma-based feature for "Music", "Speech" and "Shots" audio segments.
scale filter bank that consists of $L$ overlapping triangular filters. Over the years a number of frequency warping functions have been proposed, e.g. ([66]),

$$
f_{w}=1127.01048 * \log (f / 700+1)
$$

The above conversion equation is presented in Figure 2.15.


Figure 2.15. Frequency warping function for the computation of the MFCCs
If $\widetilde{O_{k}}, k=1, \ldots, L$, is the output power of the $k$-th filter, then the resulting MFCCs are given by the equation

$$
\begin{equation*}
c_{m}=\sum_{k=1}^{L}\left(\log \widetilde{O_{k}}\right) \cos \left[m\left(k-\frac{1}{2}\right) \frac{\pi}{L}\right], \quad m=1, \ldots, L \tag{2.13}
\end{equation*}
$$

## Chapter 3

## Speech - Music Discrimination

This chapter focuses on the binary problem of speech / music discrimination and proposes a multi-stage robust method for this task. Speech/Music discrimination refers to the problem of segmenting an audio stream and labelling (i.e., classifying) each segment as either speech or music.

In this chapter, besides covering the major bibliography in the field, a method for speech/music discrimination, which is based on a three-step procedure is also proposed. The first step is a computationally efficient scheme consisting of a region growing technique. This is used as a preprocessing stage and yields segments with high music and speech precision at the expense of leaving certain parts of the audio recording unclassified. The unclassified parts of the audio stream are then fed as input to a more computationally demanding scheme, which treats speech/music discrimination of radio recordings as a probabilistic segmentation task, where the solution is obtained by means of dynamic programming. At a final stage, an algorithm that performs boundary correction is applied to remove possible errors at the boundaries of the segments (speech or music) that have been previously generated. The proposed system has been tested on radio recordings from various sources. The overall system accuracy is approximately $96 \%$. Performance results are also reported on a musical genre basis and a comparison with existing methods is given.

The chapter is organized as follows: Section 3.3 describes the CES segmentation scheme, Section 3.4 presents the maximization technique and 3.5 describes the post processing stage. Results, experiments and comparison with other methods are presented in Section 3.6. Finally, conclusions are drawn in Section 3.7.

### 3.1 Previous works

Since the first attempts in the mid 90 's, a number of speech / music discrimination systems have been implemented in various application fields. In [67], a real-time technique for speech/music discrimination was proposed, focusing on the automatic monitoring of radio stations, using features related to the short-term energy and zero-crossing rate (ZCR). In [54], thirteen audio features were used in order to train different types of multidimensional classifiers, such as a Gaussian MAP estimator and a nearest neighbor classifier. A scheme based on models for speech recognition was used in [68]. The work in [69] employs Gaussian Mixture Models to classify homogeneous (pre-segmented) audio samples as speech or music. In [70], a set of "One vs all" classifiers was used for the classification of pre-segmented data. In [71], a combination of line spectral frequencies (LSFs) and zero-crossing-based features was used for frame-level speech/music discrimination. In [38], energy, ZCR and fundamental frequency were used as features in order to achieve analysis of audiovisual data. Segmentation/classification was achieved by means of a procedure based on heuristic rules. A framework based on a combination of standard Hidden Markov Models and Multilayer Perceptrons (MLP) was used in [39] for speech/music discrimination of broadcast news. An Adaboost - based algorithm, applied on the spectrogram of the audio samples, was used in [72] for frame-level discrimination of speech and music. In [37], energy and ZCR were employed as features and classification was achieved by means of a set of heuristic criteria in an attempt to exploit the nature of speech and music signals.

The majority of the previously described methods deal with the problem of speech/music discrimination in two separate steps: first, the audio signal is split into segments by detecting abrupt changes in the signal statistics and at a second step the extracted segments are classified as speech or music by using standard classification schemes. The work in [39] differs in the sense that the two tasks are performed jointly by means of a standard HMM, where, for each state, a MLP is used as an estimator of the continuous observation densities required by the HMM.

### 3.2 Proposed method - General

The proposed system proposed is based on a three-stage philosophy (see Figure 3.1):
(a) A computationally efficient scheme is first employed as a preprocessing stage. It is based on a region growing technique that bears its origins in the field of image segmentation and operates on a single feature, which is a variant of the spectral entropy. A useful property of this very simple algorithm is that it can easily be tuned to maximize speech or music precision at the expense of leaving certain parts of the audio recording unclassified. To exploit this property, the algorithm is applied twice on the original recording: in the first pass, it is tuned to detect music segments with a high precision rate and during the second pass to yield speech segments with a high precision rate. After the application of this scheme, an amount of data is left unclassified. However, the precision rate of those which have been classified is over $98 \%$. In the sequel, we will refer to this first-stage segmentation scheme as the Chromatic Entropy Segmenter (CES).
(b) At a second stage, a more sophisticated and computationally demanding algorithm is applied on the regions left unclassified. Each one of these regions is first split into a number of short-term frames by means of a short-term processing window and five features are extracted per frame. Speech/music discrimination is then treated as a maximization task. In other words, the method processes the feature sequence in order to group features together and form the sequence of segments and the respective class labels (i.e., speech/music) that maximizes the product of posterior probabilities, given the data that contribute to each one of the segments. In order to estimate the required posterior probabilities, a Bayesian Network (BN) Combiner is trained and used. Since an exhaustive approach to this solution is unrealistic, we resort to dynamic programming to solve this maximization task. The use of a BN as a conditional probability estimator is the most natural choice, since BNs are tailored for such a job by their definition. Moreover, the use of the BN offers a computationally simple way of overcoming the assumption of statistical independence among the data residing within a segment. In the sequel, we will refer to this second-stage segmentation/classification scheme as the Dynamic Programming Based Segmenter (DPBS).
(c) In the final stage, a boundary correction algorithm is applied on the previously obtained discrimination results, in order to improve the overall system's accuracy.


Figure 3.1. Overall Architecture: CES detects music and speech segments with a precision rate higher than $98 \%$. The unclassified audio regions are subsequently fed as input to the DPBS. At a final step, a boundary correction algorithm is applied.

### 3.3 The CES Stage

This first scheme bears its origins in the field of image segmentation. The main idea is that if speech/music discrimination is treated as a segmentation problem (where each segment is labelled as either speech or music), then each of the segments can be the result of a segment (region) growing technique, where one starts from small regions and keeps expanding them as long as certain criteria are fulfilled. This approach has been used in the past in the context of image segmentation, where a number of pixels are usually selected as candidates (seeds) for region growing. In image segmentation, regions grow by attaching neighboring pixels, provided that certain criteria are fulfilled. These criteria usually examine the relationship between statistics drawn from the region and the pixel values to be attached.

To this end, a feature sequence is first extracted from the audio recording by means of a short-term processing technique. Once the feature sequence is generated, a number of frames are selected as candidates for region expansion. Starting from these seeds, segments grow and keep expanding as long as the standard deviation of the feature values in each region remains below a predefined threshold. In the end, adjacent segments are merged and short (isolated) segments are ignored. All segments that have survived are labelled as music. As
it will become apparent later on, this is due to the choice of certain algorithmic parameters, that are tuned towards the music part of the signal.

### 3.3.1 Feature extraction

At a first step, the audio recording is split into a sequence of non-overlapping short-term frames ( 50 ms long). Computational efficiency is the only reason that non-overlapping frames were used. From each frame, a variant of the spectral entropy [59] (see Chapter 2.4.4) is extracted by taking into account the frequency range up to approximately 2 KHz (by its definition, entropy is a measure of the uncertainty or disorder in a given distribution [73]):

- All computations are carried on a mel-scale, i.e., the frequency axis is warped according to the equation

$$
f=1127.01048 * \log \left(f_{l} / 700+1\right)
$$

where $f_{l}$ is the frequency value on a linear scale.

- The mel-scaled spectrum of the short-term frame is divided into $L$ sub-bands (bins). The center frequencies of the sub-bands are chosen to coincide with the frequencies of semitones of the chromatic scale, i.e.,

$$
f_{k}=1127.01 * \log \left(\frac{f_{0} * 2^{\frac{k}{12}}}{700}+1\right), k=0, \ldots, L-1
$$

where $f_{0}$ is the center frequency of the lowest sub-band of interest on a linear scale. In our study, $f_{0}=13.75 \mathrm{~Hz}$ and $L=86$, i.e., the last bin center is located at 1975.5 Hz on a linear scale. We have found that, dealing with music signals, such a choice is more natural and has a beneficial effect on the performance

- The energy $X_{i}$ of the $i$-th sub-band, $i=0, \ldots, L-1$, is then normalized by the total energy of all the sub-bands, yielding

$$
n_{i}=\frac{X_{i}}{\sum_{i=0}^{L-1} X_{i}}, i=0, \ldots, L-1
$$

The entropy of the normalized spectral energy is then computed by the equation:

$$
\begin{equation*}
H=-\sum_{i=0}^{L-1} n_{i} \cdot \log _{2}\left(n_{i}\right) \tag{3.1}
\end{equation*}
$$

In the sequel, we will refer to this feature by the term "chromatic entropy". Thus, at the end of the feature extraction stage, the audio recording is represented by the feature sequence $\mathbf{F}$, i.e., $\mathbf{F}=\left\{H_{1}, H_{2}, \ldots, H_{T}\right\}$, where $T$ is the number of short-term frames. Figure 3.2 presents the feature sequence that has been extracted from a BBC radio recording, the first half of which corresponds to speech and the second half corresponds to music. It can be observed that the standard deviation of the chromatic entropy is significantly lower for the case of music.


Figure 3.2. Chromatic entropy over time for 26 seconds of a BBC radio recording.

### 3.3.2 Region Growing

Region growing consists of three stages. An initialization stage, a region growing stage via an iterative procedure and, finally, of a termination stage. More specifically:

Initialization step - Seed generation: If $T$ is the length of the feature sequence, a "seed" is chosen every $M$ frames, $M$ being a pre-defined constant. If $K$ is the total number of seeds and $i_{k}$ is the frame index of the $k$-th seed, then the frame indices of the seeds form the set $\left\{i_{1}, i_{2}, \ldots, i_{K}\right\}$. The $k$-th seed is considered to form a region, $R_{k}$, consisting of a single frame, i.e., $R_{k}=\left\{H_{i_{k}}\right\}$ where $H_{i_{k}}$ is the feature value of the respective frame.

Iteration: In this step, every region, $R_{k}$, is expanded by examining the feature values of the two frames that are adjacent to the boundaries of $R_{k}$. To this end, let $l_{k}$ and $r_{k}$ be the indices (at the current iteration step) that correspond to the leftmost and rightmost frames that are part of $R_{k}$, respectively. Clearly, if $R_{k}$ consists of a single frame, then $l_{k}=r_{k}=i_{k}$.

Following this notation, $l_{k}-1$ and $r_{k}+1$ are the indices of the two frames which are adjacent to the left and right boundary of $R_{k}$, respectively. Our algorithm decides to expand $R_{k}$ to include $H_{l_{k}-1}$, if a) $H_{l_{k}-1}$ is not already part of any other region and $\mathbf{b}$ ) if the standard deviation of the feature values of the $R_{k}$ region, after the expansion, is below a pre-defined threshold $T_{h}$, common to all regions. In other words, if the standard deviation of the feature values for $H_{l_{k}-1} \cup R_{k}$ is less than $T_{h}$, then, at the end of this step $R_{k}$ is grown to include one frame to the left. Similarly, if $H_{r_{k}+1}$ is not already part of any other region and if the standard deviation of the feature values in $R_{k} \cup H_{r_{k}+1}$ is less than $T_{h}$, then $R_{k}$ will also grow by one frame to its right. At the end of this step, each $R_{k}$ is grown by at most two frames. It must be pointed out that, at some iteration step, certain regions may not grow at all (although the region growing criteria are fulfilled). This is because both frames that are adjacent to their boundaries, already belong to other regions. At the end of this step, it is examined whether at least one region has grown by at least one frame. If this is the case, this step is repeated until no more region growing takes place.

Termination: After region growing has been completed, some of the formed regions may be adjacent. Such adjacent regions are merged to form larger segments. Finally, after the merging process is complete, short regions are eliminated by comparing their length with a pre-defined threshold, say $T_{\text {min }}$. The survived segments are labelled as music. This is because the proposed scheme relies on the assumption that music segments exhibit low standard deviation in terms of the adopted feature (see Figure 3.2). Furthermore, $T_{\min }$ is an extra "guarantee" for these segments to be music, since segments of small duration, say 0.5 s , cannot be considered as music.

The above suggests that the CES is dependent on three parameters, namely $T_{h}$, the threshold for the standard deviation (which controls the region growing procedure), $T_{\min }$, the minimum segment length (used in the final stage of the algorithm) and $T_{\text {seed }}$, the distance (measured in seconds) between successive seeds. Given that we choose one seed per $M$ nonoverlapping frames and that the frame length is $50 \mathrm{~ms}, T_{\text {seed }}=M * 0.05 \mathrm{~s}$.

The above iterative scheme is applied twice. In a first pass, the parameters are set to maximize music precision and in a second pass they are tuned to maximize speech precision. In practice, if $T_{h}$ is set to a low value and $T_{\min }$ to large value, all segments that are returned as music are, with very high probability, true music segments (high music precision).

The remaining audio stream is treated as unclassified audio, because if music precision is maximized then music recall is expected to decrease. As a result, unclassified segments are expected to consist of speech as well as music.

During the second pass, $T_{h}$ is set to a high value and $T_{\min }$ to a small value. This time and after running the CES, we are more confident that those frames that have not been merged in any one of the survived segments will contribute to large values of standard deviation. Thus, with high probability, they can be treated as speech. Of course, now, we consider as unclassified all segments that are not labelled as speech. The two sets of values for maximizing music and speech precision are presented in Section 3.6.

As a concluding remark, it has to be noted that, since both passes operate on the original feature sequence (hence the two parallel blocks in Figure 3.1), conflicts are resolved by trusting the segmenter which maximizes music precision. In other words, if a frame is given both labels, it is considered to be a frame of music. This is because our experiments have indicated that music precision is slightly higher (see Section 3.6). This is indicated in Figure 3.1 by the block titled "Merge Results".

### 3.3.3 Computational complexity of the CES

The worst case complexity of the CES is linear with respect to the length of the feature sequence. In order to compute the complexity, we first focus on the worst case scenario for a single seed. Due to the fact that successive seeds are located $M$ frames apart, the region around a seed may grow to include at most $2(M-1)+1$ frames. The cost of each region expansion by one frame is equal to the computation of the standard deviation of chromatic entropy over the region plus the comparison of the resulting value against the adopted threshold. As a result, the first expansion requires the computation of the standard deviation over two frames, the second expansion over three frames and following this line of thinking the $l$-th expansion over $l+1$ frames. It is well known from statistical analysis that in such a scenario, the mean value and standard deviation can be computed recursively. In other words, if $\mu_{k}$ and $\sigma_{k}$ are the mean value and standard deviation of a region consisting of $k$ frames, $\mu_{1}=$ seed value and $\sigma_{1}=0$, then

$$
\mu_{k}=\frac{(k-1) \mu_{k-1}+x}{k}
$$

and

$$
\sigma_{k}^{2}=\frac{(k-2) \sigma_{k-1}^{2}+\frac{k\left(x-\mu_{k}\right)^{2}}{(k-1)}}{k-1}
$$

where, for simplicity of notation, $x$ is the value of the frame to be included in the region. The above suggest that the cost of an expansion in terms of both additions and multiplications is constant, i.e., $O(1)$. For a single seed, in the worst case at most $2 M-1$ expansions are expected to take place, so the expected computational cost is $(2 M-1) O(1)$. If $\frac{T}{M}$ is the number of seeds ( $T$ is the length of the feature sequence), the total complexity in the worst case is $\frac{T}{M}(2 M-1) O(1)=2 T O(1)-\frac{T}{M} O(1)$. We distinguish two cases: (a) If $M \rightarrow T$ then $\frac{T}{M} \rightarrow 1$ and the second term can be ignored, i.e., complexity is $O(T)$ and (b) if $M \rightarrow 1$, then $\frac{T}{M} \rightarrow T$ and complexity is again $O(T)$.

### 3.4 Speech/Music discrimination treated as a maximization task

Once the two CES passes have been completed, three types of segments have been formed. Those classified as music or speech and the rest, which remain unclassified. In a way, the CES decides on the "easy" cases. The decision on the rest is left to a more computationally demanding procedure. The latter treats speech/music discrimination as a maximization task, where the solution is obtained by means of a dynamic programming technique. The proposed scheme seeks the sequence of segments and the respective class labels (i.e., speech/music) that maximize the product of posterior class probabilities, given the data within each one of the segments. To this end, a Bayesian Network combiner is embedded as a posterior probability estimator.

### 3.4.1 Feature Extraction

At a first step, each unclassified audio segment is split into a sequence of non-overlapping short-term frames ( 50 ms long) and five audio features are extracted per frame. At the end of this feature extraction stage, each audio segment is represented by a sequence $\mathbf{F}$ of five-dimensional feature vectors, i.e.,

$$
\mathbf{F}=\left\{O_{1}, O_{2}, \ldots, O_{T}\right\}
$$

where $T$ is the number of short-term frames. The specific choice of features was the result of extensive experimentation. It must be emphasized that this is not an optimal feature set in any sense and other choices may also be applicable. The adopted features are ([52]):

1. Short-term Energy: (Described in Chapter 2.3.1).
2. Chroma-Vector based features: We have used the two chroma-based features described in Chapter 2.4.6). It has to be noted, that those features require a different short-term processing (e.g., for the 2nd Chroma-based feature 20 msecs are used). This is not a restriction, as it will be made clear in section 3.4.3, where the feature sequences are fed as input to a Bayesian Network that serves as a posterior probability estimator.
3. The first two Mel Frequency Cepstral Coefficients (MFCCs). In particular, the first two MFCCs have been adopter (see Chapter 2.4.7).

### 3.4.2 Speech/Music discrimination treated as a maximization task

In this stage, speech/music discrimination is treated as a maximization task, where the solution is obtained by means of dynamic programming. Two assumptions are adopted concerning the length of the segments to be formed: a) a segment has to be at least $T_{\text {dmin }}$ frames long and b) its duration cannot exceed $T_{\text {dmax }}$ frames. The minimum segment duration is dictated by the nature of the signals under study, i.e., we assume that a segment must be of sufficient duration (we use 0.5 s ) in order to be interpreted either as speech or music. The need for $T_{d \max }$ ( 3 s in our work) is imposed by computational issues related to the searching of the optimal path. As a result, any segment longer than $T_{d m a x}$, will be partitioned in segments of smaller than $T_{\text {dmax }}$ length.

To proceed further, some definitions must be given. Let $L$ be the length of a feature sequence $\mathbf{O}$ that has been extracted from an audio stream. Our goal is twofold: a) Segment the sequence into $K$ segments and b) classify each one of the segments as speech or music. Let $\left\{d_{1}, d_{2}, \ldots, d_{K-1}, d_{K}\right\}$ be the frame indices that mark the end of each segment. Clearly, $T_{d \text { min }} \leq d_{1}<d_{2} \ldots<d_{K}=L$ and $T_{d \max } \geq d_{k}-d_{k-1} \geq T_{d \min }, k=2, \ldots, K$. Therefore, the $k$-th segment starts at frame index $d_{k-1}+1$ and ends at frame index $d_{k}$, with the exception of the first segment, that starts at the first frame and ends at frame index $d_{1}$ (initialization
step). Thus, the feature sequence, $\mathbf{F}$, yields the following sequence of pairs

$$
\left\{\left(1, d_{1}\right),\left(d_{1}+1, d_{2}\right), \ldots,\left(d_{K-1}+1, L\right)\right\}
$$

where each pair holds the frame indices of the beginning and the end of the corresponding segment. In addition, let $c_{k}$ be the class label of the $k$-th segment, where $c_{k}$ can indicate either speech or music. To this end, let $p\left(c_{k} \mid\left\{O_{d_{k-1}+1}, \ldots, O_{d_{k}}\right\}\right)$, be the posterior probability of class label $c_{k}$ given the sequence of observations (feature sequence) within the $k$-th segment.

Following the above notation, for any given sequence of $K$ segments and corresponding class labels, we form the cost function

$$
\begin{array}{r}
J\left(\left\{d_{1}, \ldots, d_{K}\right\},\left\{c_{1}, \ldots, c_{K}\right\}, K\right) \equiv \\
p\left(c_{1} \mid\left\{O_{1}, \ldots, O_{d_{1}}\right\}\right) \\
\prod_{k=2}^{K} p\left(c_{k} \mid\left\{O_{d_{k-1}+1}, \ldots, O_{d_{k}}\right\}\right) \tag{3.2}
\end{array}
$$

where independence between successive segments has been assumed. It is now possible to treat speech/music discrimination as a maximization problem. In other words, we seek the optimal sequence of segments (i.e., the start and the end point of each segment) and the corresponding class labels that maximize $J$. Equivalently, $J$ needs to be maximized over all possible values of $\left\{d_{1}, d_{2}, \ldots, d_{K-1}, d_{K}\right\},\left\{c_{1}, c_{2}, \ldots, c_{K-1}, c_{K}\right\}$ and $K$, under the two assumptions made in the beginning of this section. In other words, the number of segments, $K$, is an outcome of the optimization process. Obviously, an exhaustive search would amount to an prohibitive computational load. Thus, we resort to dynamic programming to obtain a solution to the problem in an efficient way. Note that this is the first time that, to our knowledge, the segmentation/classification task is cast in such a framework.

To this end, as it is common with dynamic programming techniques, we first construct a grid by placing the feature sequence on the x -axis and the two states (speech/music) on the y-axis. This is shown in figure 3.3, where $S$ stands for speech and $M$ stands for music. Clearly, the grid has two rows and $L$ columns ( $L$ being the length of the feature sequence). In order to grasp the physical meaning of the nodes in the grid, take, as an example, node ( $O_{d_{k}}, S$ ), $T_{d m i n} \leq d_{k} \leq L$. This node stands for the case that a speech segment ends at frame index $d_{k}$. Following this line of reasoning, a path of $K$ nodes $\left\{\left(O_{d_{1}}, c_{1}\right),\left(O_{d_{2}}, c_{2}\right), \ldots,\left(O_{d_{K}}, c_{K}\right)\right\}$,


Figure 3.3. A sequence of segments in the dynamic programming grid
corresponds to a possible sequence of segments, where $T_{d \min } \leq d_{1}<d_{2}<d_{k}=L, T_{d \max } \geq$ $d_{k}-d_{k-1} \geq T_{d \text { min }}, k=2, \ldots, K$, and $\left\{c_{1}, \ldots, c_{K}\right\}$ are the respective class labels. We denote the transition to node $\left(O_{d_{k}}, c_{k}\right)$ from its predecessor in the path, i.e., $\left(O_{d_{k-1}}, c_{k-1}\right)$, by $\left(O_{d_{k-1}}, c_{k-1}\right) \rightarrow\left(O_{d_{k}}, c_{k}\right)$. This transition can be interpreted as follows: a segment with class label $c_{k-1}$ ends at frame $d_{k-1}$ and the next segment in the sequence starts at frame $d_{k-1}+1$, ends at frame $d_{k}$ and has class label $c_{k}$. We then define a cost function $T(\cdot)$ for the transition $\left(O_{d_{k-1}}, c_{k-1}\right) \rightarrow\left(O_{d_{k}}, c_{k}\right)$ as follows:

$$
\begin{array}{r}
T\left(\left(O_{d_{k-1}}, c_{k-1}\right) \rightarrow\left(O_{d_{k}}, c_{k}\right)\right)= \\
p\left(c_{k} \mid\left\{O_{d_{k-1}+1}, \ldots, O_{d_{k}}\right\}\right) \tag{3.3}
\end{array}
$$

In other words, the cost of the transition is set equal to the posterior probability of the class label, $c_{k}$, given the feature sequence defining the segment $\left\{O_{d_{k-1}+1}, \ldots, O_{d_{k}}\right\}$. Equation (3.3) holds for all nodes in the path, except for the first node (which does not have a predecessor). For the first node, $p\left(c_{1} \mid\left\{O_{1}, \ldots, O_{d_{1}}\right\}\right)$, stands for the posterior probability of class label $c_{1}$ given the first $d_{1}$ observations.

Taking into account equations (3.2) and (3.3), for a given sequence of $K$ nodes (segments) and corresponding class labels, the cost function becomes

$$
\begin{array}{r}
p\left(c_{1} \mid\left\{O_{1}, \ldots, O_{d_{1}}\right\}\right) \cdot \\
\prod_{k=2}^{K} T\left(\left(O_{d_{k-1}}, c_{k-1}\right) \rightarrow\left(O_{d_{k}}, c_{k}\right)\right)= \\
J\left(\left\{d_{1}, \ldots, d_{K}\right\},\left\{c_{1}, \ldots, c_{K}\right\}, K\right) \tag{3.4}
\end{array}
$$

According to equation (3.4), the value of function $J(\cdot)$ for a sequence of segments and corresponding class labels can be equivalently computed as the cost of the respective path of nodes in the grid. Therefore, the optimal segmentation can be treated as a best path sequence on the grid.

In order to compute the best-path sequence, we need to define how the best predecessor of each node in the grid is chosen. We first turn our attention to the case where a node, $\left(O_{d_{k}}, c_{k}\right)$ is not the first node in a path $(k \neq 1)$. In this case, the node has to be reached from a node, say ( $O_{d_{l}}, c_{l}$ ), such that $d_{1} \leq d_{l}<d_{k}$ and $T_{d \min } \leq d_{k}-d_{l} \leq T_{d \max }$. Following Bellman's optimality principle, if $J\left(\left\{d_{1}, d_{2}, \ldots, d_{l}\right\},\left\{c_{1}, c_{2}, \ldots, c_{l}\right\}, l\right)$ is the cost of the best path up to node $\left(O_{d_{l}}, c_{l}\right)$, then the best predecessor of node $\left(O_{d_{k}}, c_{k}\right)$ is the one that maximizes the product

$$
J\left(\left\{d_{1}, \ldots, d_{l}\right\},\left\{c_{1}, \ldots, c_{l}\right\}, l\right) T\left(\left(O_{d_{l}}, c_{l}\right) \rightarrow\left(O_{d_{k}}, c_{k}\right)\right)
$$

If $\left(O_{d_{1}}, c_{1}\right)$ is the first node (segment) in the path, where $T_{d \min } \leq d_{1} \leq T_{d \max }$, we also need to compute $p\left(c_{1} \mid\left\{O_{1}, \ldots, O_{d_{1}}\right\}\right)$. This procedure is repeated for all nodes in the grid and the coordinates of the predecessor for each node are stored. In the end, we turn our attention to the last column of the grid and choose the node with the maximum value as the winner. The winning node is the last node of the best path. Then, we backtrack through the chain of predecessors to reveal the best path.

As it will be presented in the next section, we have chosen to estimate

$$
p\left(c_{k} \mid\left\{O_{d_{k-1}+1}, \ldots, O_{d_{k}}\right\}\right)
$$

by means of a Bayesian Network combiner.

### 3.4.3 Bayesian Network architecture

As it was explained in Section 3.4.2, a BN has been used in the DPBS for the computation of posterior probabilities. To this end, the BN is trained as a classifier for the binary classification problem of speech versus music. In other words, given a segment, the BN is designed as a classifier combiner that returns the posterior class probability (whose value "decides" the class label). It is important to emphasize that this classifier structure decides upon the segment as a whole. For example, the results may be different for $O_{t} O_{t-1}$ and
$O_{t} O_{t-1} O_{t-2} O_{t-3}$. This led us to design the classifiers using features corresponding to statistics computed over the whole length of the segment. The classification scheme consists of two parts. The "individual" classifiers, operating in one-dimensional feature space, and the BN combiner.

### 3.4.3.1 Individual Classifiers

At a first step, given a segment, a separate statistic is calculated for each one of the five different features. The statistics that we use are shown in Table 3.1. The choice of the statistics was a result of extensive experimentation and was enforced by the nature of the audio signals under study.

Table 3.1. Statistics for each one the five features that have been used

| Feature | Statistic |
| :--- | :---: |
| Energy | $\frac{\sigma^{2}}{\mu^{2}}$ |
| Chroma 1 | $\mu$ |
| Chroma 2 | $\frac{\max }{\mu}$ |
| MFCC 2 | $\sigma^{2}$ |
| MFCC 1 | $\mu$ |

As a result, any segment (feature sequence), irrespective of its length, is mapped by means of statistics to a single five-dimensional vector. Each statistic is fed as input to an individual single thresholding classifier, which takes a binary decision, i.e., decides whether the feature statistic has originated from a speech or music segment. The individual decisions are then combined using a BN , which makes the final decision, as described in 3.4.3.2.

### 3.4.3.2 Bayesian Network Combiner

The idea behind such a procedure is to use very simple (one dimensional) classifiers, and then use a BN as a combiner to boost the overall performance.

In this work, the BN architecture shown in figure 3.4 ([74]) has been used as a scheme for combining the decisions of the individual classifiers described in 3.4.3.1. We will refer to this type of BN as the BNC (Bayesian Network Combiner). Nodes $h_{1}, \ldots, h_{n}$ (also called
hypotheses, rules, attributes or clauses) correspond to the binary decisions of the individual classifiers for the respective segment. Node $Y$ is the output node and corresponds to the true class label. In the BN training step, one has to learn the Conditional Probability Tables


Figure 3.4. BNC architecture
(CPTs) [75] of the BN according to the set:

$$
\begin{align*}
S=\{ & \left(h_{1}(1), \ldots, h_{n}(1), s(1)\right), \ldots, \\
& \left.\left.\left(h_{1}(m), \ldots, h_{n}(m), s(m)\right)\right)\right\} \tag{3.5}
\end{align*}
$$

where $h_{j}(i)$ is the result of the classifier $j=1, \ldots, n$ for input $x_{i}^{j}$, where $x_{i}^{j}$ is the feature value presented to the $j$-th classifier, representing the $i$-th input pattern, $s(i)$ is the true label for $x_{i}^{j}, j=1, \ldots, n$ and $m$ is the total number of training samples. Set $S$ is generated by validating each individual classifier with a test set of length $m$. In our case, a set of $m$ audio segments with known true class label were used for the training. In general, the CPTs of the BN are learned according to the Maximum Likelihood principle ([75]).

The BN is designed to make the final decision, based on the conditional probability $P_{\text {dec }}=P\left(Y \mid h_{1}, \ldots, h_{n}\right)$. The process of calculating $P_{\text {dec }}$ is called inference and it is, in general, a very time consuming task (see Section B.2.2). However, for the adopted BNC architecture no actual inference algorithm is needed, since the required conditional probability is given directly by the CPT. Another advantage of the specific architecture is that no assumption of conditional independence among the input nodes (i.e., features) is made [75].

To summarize, the posterior probability is computed in a three-step process, namely:

1. For any segment, the values of the five statistics are calculated, i.e., $x_{j}, j=1, \ldots, 5$.
2. $x_{j}$ is fed as input to the $j$-th classifier. Therefore, five binary decisions $h_{j}$ are extracted.
3. $P_{\text {dec }}=P\left(Y \mid h_{1}, \ldots, h_{5}\right)$ is calculated by inferring in the trained BN.

The described BN architecture for probability estimation is presented in figure 3.5. It must be emphasized that training of the classifier scheme has to be performed with a number of speech and music segments, with lengths varying from $T_{d \min }$ to $T_{d \max }$. However, since the individual classifiers are very simple, this is not much of a problem from a computational point of view.


Figure 3.5. BN Architecture for posterior probability estimation

### 3.4.4 Computational Complexity of the DPBS

We first derive the complexity of the DPBS with respect to the number of required BN inference operations. Parameters $T_{d \min }$ and $T_{d \max }$, i.e., the minimum and maximum segment length, define the number of predecessors of a node in the grid. A node has threfore $D=$ $2\left(T_{d \text { max }}-T_{d \min }+1\right)$ predecessors. In addition, the total number of nodes in the grid is $2 T$, where $T$ is the length of the feature sequence. Therefore a total of $2 T * D \mathrm{BN}$ inferences are required, i.e., the number of inferences is $O(T * D)$.

Furthermore, each inference requires 5 thresholding operations and one lookup operation in a CPT of $2^{5}$ entries. As a result, the complexity of the DPBS is also $O(T * D)$ in terms of thresholding and lookup operations. This justifies our choice for the choice of CES as a fast preprocessing stage.

### 3.5 Post-processing

After the completion of the DPBS step, the audio stream has been segmented and classified. Some of the segments resulted during the CES step and the rest from the DPBS step. In order to further improve the system's accuracy, a post-processing scheme is applied to the segmented data. The post-processing procedure consists of a boundary correction algorithm. The idea behind this procedure is to maximize a probabilistic criterion related to the correctness of the boundary's position. This is performed with the following algorithmic steps:

- Let $T$ be the boundary (in seconds) between two segments (speech and music or vise versa). Furthermore, let $c_{l e f t}$ and $c_{\text {right }}$ be the labels (i.e., speech or music) of the segments on the left and the right of the boundary $T$.
- Set $t=T-D$, where $D$ is the searching range, and $i=0$.
- While $t \leq T+D$ do the following:
- Let $x_{\text {left }}$ be the audio data in the range $[t-D, t]$.
- Let $x_{\text {right }}$ be the audio data in the range $[t, t+D]$.
- Using the BNC compute the probabilities: $P_{\text {left }}=P\left(Y=c_{l e f t} \mid x_{\text {left }}\right)$ and $P_{\text {right }}=$ $P\left(Y=c_{\text {right }} \mid x_{\text {right }}\right)$
$-\operatorname{Set} P_{i}=P_{\text {left }} \cdot P_{\text {right }}$.
- Set $i=i+1$ and $t=t+0.050$.
- Calculate maxPos $=\arg \max (P)$.
- Set the new boundary position as follow: $R=T+(\operatorname{maxPos} \cdot 0.050-D)$

The above algorithm locates the boundary that maximizes the product of the probabilities, so that the left and right segments are correctly classified. This boundary correction algorithm, in general, improves the performance of the system if: a) the true boundary is indeed within the search range and b ) the initial labels ( $c_{\text {left }}$ and $\left.c_{\text {right }}\right)$ are correct.


Figure 3.6. Example of the boundary correction algorithm. The initial boundary $(T)$, is used as the center of the search area. The repaired boundary $(R)$ is found by maximizing $P$, and it is much closer to the real boundary $(C)$.

### 3.6 Experiments - Results

### 3.6.1 Data Sets

The following data sets were collected from several Internet radio stations covering a wide range of speakers and some typical musical genres. All recordings were monophonic with a 16 kHz sampling rate.

1. Dataset $D_{1}$ : Consists of 170 minutes of radio recordings that were manually segmented and labelled as music or speech. This resulted in 1100 homogeneous segments of duration of 0.50 to 3.0 seconds. $D_{1}$ was used for training and testing the Bayesian Network classifier combiner. Note that throughout this work, data involving speech over music were considered and labelled as speech.
2. Dataset $D_{2}$ : Consists of 60 minutes of radio recordings that were manually segmented and labelled as music or speech. $D_{2}$ was used to determine the values of the parameters of the CES.
3. Dataset $D_{3}$ : Consists of 9 hours of uninterrupted audio recordings from various radio broadcasts. This dataset was divided into six groups according to radio genre (e.g., classical, pop-rock, etc.), in order to test the performance of the system on a genre basis. $D_{3}$ was used as the test set for evaluating the performance of the system. The set $D_{3}$ was also manually segmented and labelled.

### 3.6.2 Parameter tuning for the CES

### 3.6.2.1 Parameter tuning for using CES as a preprocessing stage

The purpose of the CES algorithm within the overall segmentation/classification system is to detect speech and music segments as a fast pre-processing stage. To this end, an exhaustive performance evaluation of the algorithm was meticulously executed on dataset $D_{2}$ and the parameter values that maximize speech and music precision were determined. The obtained speech and music precision and recall values on the test set $D_{3}$ are presented in Table 3.2. In both cases, the precision of the segmentation algorithm is above $98.5 \%$ and the recall is almost $54 \%$. This means that about $46 \%$ of the audio data will be left unclassified
after the application of the CES algorithm. However, the success rate of the data that have been classified amounts to $98.5 \%$.

Table 3.2. Parameter values for the CES for high class precision.

|  | $T_{h}$ | $T_{\text {min }}$ | $T_{\text {seed }}$ | Precision | Recall |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Music | 0.3 | 9.0 | 2.0 | $99.5 \%$ | $45.1 \%$ |
| Speech | 0.6 | 4.0 | 2.0 | $98.5 \%$ | $75.5 \%$ |

### 3.6.2.2 Parameter tuning for using the CES as a standalone scheme

Although in this work the CES has been used as a preprocessing method, it could also be used as a stand-alone segmentation system. For the sake of completeness, we also have tested the CES method in such a context. For this purpose, data set $D_{2}$ has been used to determine the parameter values. However, for this case the parameters are chosen so that to maximize the overall accuracy of the method. In particular, an exhaustive approach was adopted, i.e., each parameter was allowed to vary within a predefined range of values. This parameter estimation process led to the values of Table 3.3. The performance results of CES, when used with those parameter values, are presented and discussed in Section 3.6.4.

Table 3.3. Parameter values subject to maximizing discrimination accuracy over $D_{2}$

| $T_{h}$ | $T_{\text {min }}$ | $T_{\text {seed }}$ |
| :--- | :--- | :--- |
| 0.50 | 3.0 sec | 2.0 sec |

### 3.6.3 BN-related training and testing issues

In order to train and test the Bayesian Network Classifier, data set $D_{1}$ has been used. In particular, $80 \%$ of the audio segments of $D_{1}$ were used for training and the remaining $20 \%$ for testing the BNC, along with the individual classifiers. The results of the classification performances of the individual classifiers and the BNC are displayed in Table 3.4. The best individual classifier (in terms of error rate) is the one based on the 1st MFCC. The
error reduction of the combination scheme, compared to the error of the best classifier, is $e_{\text {red }}=100 \frac{| |_{\text {best }}-e_{\text {bnc }} \mid}{e_{\text {best }}} \simeq 36 \%$. The dramatic boosting in performance achieved by the Bayesian Network as a classifier combination scheme is obvious.

Table 3.4. Error rates of the individual classifiers and of the BN combination scheme

|  | En. | Ch.1 | Ch.2 | MFCC1 | MFCC 2 | BNC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Music | $21 \%$ | $5 \%$ | $8.5 \%$ | $7.5 \%$ | $14.5 \%$ | $\mathbf{3 . 5 \%}$ |
| Speech | $13 \%$ | $9 \%$ | $8.5 \%$ | $3.5 \%$ | $10.5 \%$ | $\mathbf{3 . 5 \%}$ |
| Overall | $17 \%$ | $7 \%$ | $8.5 \%$ | $5.5 \%$ | $12.5 \%$ | $\mathbf{3 . 5 \%}$ |

### 3.6.4 Performance of the overall system and the individual segmenters

 The following three schemes were evaluated on dataset $D_{3}$ :- The CES, as a standalone discriminator, tuned for maximum overall accuracy.
- The DPBS, as a standalone scheme.
- The overall system without the post-processing step.
- The overall system with the post-processing step (OVERALL2).

Results were recorded for the six radio genres of $D_{3}$. The
genre names and respective recording durations, along with the percentage of music and speech data are presented in Table 3.5. In total, almost $70.5 \%$ of the audio streams contain music information.

For each method, the average Confusion Matrix was calculated. Each element, $C_{i, j}$, of the confusion matrix corresponds to the percentage of data whose true class label was $i$ and was classified to class $j$. From $C$, one can directly extract the recall and precision values for each class:

1. Recall $\left(R_{i}\right) . R_{i}$ is the proportion of data with true class label $i$, that were correctly classified in that class. For example, the recall of music is calculated as $R_{1}=\frac{C_{1,1}}{C_{1,1}+C_{1,2}}$.

Table 3.5. Recording Duration per genre

| Genre Name | Duration (min) | Music | Speech |
| :---: | :---: | :---: | :---: |
| POP - ROCK | 125 | $83.02 \%$ | $16.98 \%$ |
| JAZZ-BLUES | 90 | $67.19 \%$ | $32.81 \%$ |
| DANCE | 85 | $76.81 \%$ | $23.19 \%$ |
| NEWS | 80 | $16.17 \%$ | $83.83 \%$ |
| H. METAL - H. ROCK | 80 | $94.11 \%$ | $5.89 \%$ |
| CLASSICAL | 75 | $78.64 \%$ | $21.36 \%$ |

2. Precision $\left(P_{i}\right) . P_{i}$ is the proportion of data classified as class $i$, whose true class label is indeed $i$. Therefore, music precision is $P_{1}=\frac{C_{1,1}}{C_{1,1}+C_{2,1}}$.

Besides the confusion matrices, the overall accuracy of each segmentation scheme was calculated along with the respective precision and recall values. The overall accuracy, $A c$, is the proportion of data that has been correctly classified and it is computed from the confusion matrix according to the equation $A c=C_{1,1}+C_{2,2}$. The results are displayed in Tables 3.6 and 3.7. The average confusion matrix and respective accuracy (over all genres) for each method is displayed in Table 3.8.

A conclusion drawn from these results is that when CES and DPBS are used independently, as standalone techniques, DPBS offers an enhanced performance compared to CES for most of the genres. The most extreme case is that of genre "News" (table 3.7), where the performance improvement is of the order of $13 \%$. The methods achieve comparable performance for the cases of "Pop-Rock" and "Dance" (table 3.6). This may be explained by the regularity of the music patterns, which makes the problem easier.

Another observation is that combining these two techniques (CES as a preprocessing stage), it only results to an extra gain of the order of $1 \%$ with respect to the best individual performance. The obvious question is whether this extra gain really justifies the combination of CES and DPBS. However, the main reason of using CES as a preprocessing stage was primarily of computational nature. As explained previously, the CES algorithm is computationally light. Futhermore, experimentation revealed that on the average, $54 \%$ of

Table 3.6. Discrimination results for Pop - Rock, Jazz-Blues, Dance and Classical

| Discrimination results for Pop - Rock |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | Precision |  | Recall |  |
|  | Music | Speech | Music | Speech | Overall |
| CES | $96.6 \%$ | $93.8 \%$ | $98.9 \%$ | $82.9 \%$ | $96.2 \%$ |
| DPBS | $96.0 \%$ | $95.8 \%$ | $99.3 \%$ | $80.0 \%$ | $96.0 \%$ |
| OVERALL | $97.2 \%$ | $95.1 \%$ | $99.1 \%$ | $86.1 \%$ | $96.9 \%$ |
| OVERALL2 | $97.5 \%$ | $96.5 \%$ | $99.3 \%$ | $87.6 \%$ | $97.4 \%$ |
| Discrimination results for Jazz - Blues |  |  |  |  |  |


|  | Precision |  | Recall |  | Overall |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Music | Speech | Music | Speech |  |
| CES | 92.2 \% | 95.5\% | 98.1\% | 83.0\% | 93.2\% |
| DPBS | 99.0 \% | 92.6\% | 96.2\% | 98.0\% | 96.8\% |
| OVERALL | 98.7 \% | 94.1\% | 97.0\% | 97.4\% | 97.1\% |
| OVERALL2 | 99.2 \% | 94.6\% | 97.3\% | 98.3\% | 97.6\% |
|  |  |  |  |  |  |
| Discrimination results for Dance |  |  |  |  |  |
|  | Precision |  | Recall |  |  |
|  | Music | Speech | Music | Speech | Overall |
| CES | 89.8 \% | 72.0\% | 92.3\% | $65.4 \%$ | 86.1\% |
| DPBS | 87.9 \% | 78.0\% | 95.2\% | 56.6\% | 86.2\% |
| OVERALL | 90.3 \% | 78.8\% | 94.6\% | $66.3 \%$ | 88.0\% |
| OVERALL2 | 90.1\% | 80.6\% | 95.2\% | 65.5\% | 88.3\% |
|  |  |  |  |  |  |
| Discrimination results for Classical |  |  |  |  |  |


|  | Precision |  | Recall |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Music | Speech | Music | Speech | Overall |
| CES | $91.0 \%$ | $100.0 \%$ | $100.0 \%$ | $63.5 \%$ | $92.2 \%$ |
| DPBS | $93.6 \%$ | $96.6 \%$ | $99.3 \%$ | $74.9 \%$ | $94.1 \%$ |
| OVERALL | $93.2 \%$ | $99.8 \%$ | $100.0 \%$ | $73.1 \%$ | $94.2 \%$ |
| OVERALL2 | $93.9 \%$ | $99.7 \%$ | $99.9 \%$ | $76.1 \%$ | $94.8 \%$ |

Table 3.7. Discrimination results for News and Heavy Metal - Hard Rock

| Discrimination results for News |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Precision |  | Recall |  |  |
|  | Music | Speech | Music | Speech | Overall |
| CES | 46.8 \% | 99.0\% | 95.9\% | 79.0\% | 81.7\% |
| DPBS | 75.4 \% | 99.4\% | 97.0\% | 93.9\% | 94.4\% |
| OVERALL | 78.4 \% | 99.4\% | 97.0\% | 94.8\% | 95.2\% |
| OVERALL2 | 82.7 \% | 99.4\% | 97.1\% | 96.1\% | 96.3\% |
|  |  |  |  |  |  |
| Discrimination results for Heavy Metal - Hard Rock |  |  |  |  |  |
|  | Pre | sion |  | call |  |
|  | Music | Speech | Music | Speech | Overall |
| CES | 98.8 \% | 87.0\% | 99.2\% | 81.0\% | 98.2\% |
| DPBS | 99.1 \% | 86.2\% | 99.1\% | 85.3\% | 98.3\% |
| OVERALL | 99.3 \% | 90.6\% | 99.4\% | 88.3\% | 98.8\% |
| OVERALL2 | 99.4 \% | 94.0\% | 99.6\% | 90.5\% | 99.1\% |

Table 3.8. Average confusion matrix (over all genres) and respective overall accuracies (A) per method.

|  |  |  |  |  | Ove | rall | Ove | all2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | M | S | M | S | M | S | M | S |
| M | 69.09 | 1.59 | 69.24 | 1.44 | 69.34 | 1.34 | 69.53 | 1.15 |
| S | 6.74 | 22.58 | 4.18 | 25.14 | 3.51 | 25.80 | 3.17 | 26.15 |
|  | A: 91.67 |  | Ov. A: 94.38 |  | A: 95.15 |  | A: 95.68 |  |

the audio stream is pre-segmented and classified using the CES algorithm (the rest of the data is segmented with the DPBS). Thus, besides a $1 \%$ performance gain, employing the CES as a pre-segmntation step leads to a significant reduction in the overall execution time. Finally, the results show that the post-processing step leads to an extra $0.5 \%$ performance improvement at only a little extra computational cost.

Inspection of Tables 3.6 and 3.7 also reveals that the worst performance has been reported for the "Dance" genre. This is mainly due to the performance of the CES as a preprocessing stage, which deteriorates when the audio stream consists of drum sounds only, which is quite common in dance music. In order to study this phenomenon more carefully, an additional dataset, $D_{\text {drum }}$, which contains 40 minutes of only drum sounds has been created from various radio broadcasts. This dataset was then parsed with CES, tuned for maximum precision. It was observed that the first pass of the CES (tuned for maximum music precision) has correctly pre-classified $25.6 \%$ of the 'drums' data as music, while in the general case music recall was $45.1 \%$. This means that it is harder for regions to grow when the audio stream only consists of drums sounds and that it is left up to the DPBS to take the decision. As far as the second pass of the CES is concerned (speech oriented), we would expect that no speech segments are returned at all. However, it was observed that $4.6 \%$ of the drum sounds were misclassified as speech, a performance drop compared with the general case reported in Table 3.2. This is the main reason for which the performance on the "Dance" genre decreases to a certain extent. However, given that our study is targeted towards a multitude of genres and that drum sounds in dance music is only a small part of it, the overall system performance is considered satisfactory.

An implementation of the proposed system is publicly available on the Internet at http: //www.di.uoa.gr/sp_mu.

### 3.6.5 Comparison with other methods

This section is an attempt to compare the proposed scheme against methods that have been presented in the literature by other authors. Such a comparison turns out to be a difficult task due to the diversity of data sets that have been used in the literature and the inherent difficulties in reproducing other authors' work. As a result, we have chosen to summarize
in this section the key performance issues of selected papers as presented by the respective authors. It has to be noted that the dataset in this work is significantly larger than datasets used in all previous studies. In addition, we have made an attempt, for the first time, to present results per radio genre (for some well known genres). In terms of response times, the implemented system is comparable with other approaches reported in the literature (e.g., [39]). More specifically :
In [69], for training and testing the classifier almost 4500 segments ( 10 seconds long each) of speech were used, covering several languages and speakers. In addition, approximately 3000 music samples of 10 seconds length were also included in the experiments. The music data was a diverse selection of several musical genres like classical, jazz, African and Arabian. In total, 10 hours of audio data was collected. Each sample either contained speech or music. The classification task was carried out, using Gaussian Mixture Models (GMMs). The reported experiments showed that, depending on the adopted features, the error rate ranges from $1.2 \%$ to $6 \%$. It has to be noted that the assumption of homogeneous audio segments of quite a long duration (i.e., 10 s ) lead once more to a simplified version of the problem. In [70], for training and testing purposes, almost 13 thousand audio files were obtained from the World Wide Web and were manually labelled as speech, music or other. The duration of each file ranged from 0.5 seconds to 7 minutes, the average duration was 48 seconds and the total duration of the audio data was more than 170 hours. Each audio file contained either speech of music. A limited number of files were non-homogeneous, i.e., contained both speech and music parts. In such cases, during the manual labeling stages, the dominant label was chosen for the whole file. The authors used the "One vs All" and "One vs One" classification schemes for this three-class problem and also present a simple way to combine the results of the two schemes in order to boost performance. The best overall accuracy is around $82 \%$. The reported performance cannot be directly compared with other methods methods, because three classes are treated and each audio file is considered to be homogeneous, an assumption that simplifies the problem of speech/music discrimination. In [71], almost 20 minutes of audio data were used for training and testing purposes. The authors reported results for different feature sets and binary classification methods. On a short-term basis the overall accuracy was around $80 \%$. When a mid-term window was used ( 1 s long), the accuracy rose to approximately $95.9 \%$. In [39] results are reported for four
artificially created datasets ( 40 minutes total audio duration). The reported performance varies in the range $93 \%-96 \%$. The origin of datasets poses an inherent difficulty in comparing this method with other approaches in the literature.
[72] works on a frame-level basis. A binary (speech/music) classification decision is taken separately for each short-term frame. The dataset consists of 240 audio recordings, each of which is 15 s long (total recording duration is 1 hour). Part of the dataset is used for training purpses. An accuracy of $88 \%$, on frames sampled at 20 msec intervals, is reported. When a smoothing technique is applied, the performance rate reaches $93 \%$.

In [37] the total speech duration in the audio corpus was 3 hours and 9 minutes, which was subdivided by the segmentation algorithm into about 800 segments (over-segmentation); $97 \%$ of these segments were correctly classified as speech. The total music duration in the audio corpus was 52 min , which was subdivided by the segmentation algorithm into about 400 segments (over-segmentation); $92 \%$ of these segments were correctly classified as music.

### 3.7 Conclusions

This chapter presented a multi-stage speech/music discriminator that combines two different approaches: a computationally efficient region growing technique along with an optimal, yet more computationally demanding dynamic programming scheme. The system was tested on 9 hours of audio recordings stemming from a variety of radio broadcasts and its overall accuracy approximates $96 \%$. For some genres, e.g., Hard-Rock, the performance rockets up to $99 \%$. These results compare very favourable with previously obtained results, although a direct comparison is not possible due to the lack of standard datasets. Furthermore, in all previous works there lacks a study on a genre basis.

## Chapter 4

## Music Tracking in movies

Music tracking in audio streams can be defined as the problem of locating the parts of an audio stream that contain music, possibly overlapping with other types of audio. In the literature, the term "music tracking" is often used interchangeably with the term "music detection". We have chosen to use the term "music tracking", in an analogy with the speech processing literature [76] where "speaker tracking" refers to the task of deciding which parts of the speech signal refer to a specific speaker. In addition, the term "detection" does not comprise the meaning of localization of the event of interest.

The problem of music tracking in audio streams has recently attracted a lot of attention, mainly in the context of audio content characterization applications. Intelligent browsing of audio streams, automatic audio content annotation/ indexing, querying audio streams by audio example and copyright management are some of the tasks that can benefit from efficient music tracking algorithms.

In the general case, music tracking is a hard task, because music is frequently mixed with other audio types. This is more apparent in the case of audio streams from movies, due to the diversity of sound sources involved in a film's soundtrack. In the present work, no assumptions concerning the types of audio to be encountered in the stream have been made. This was the most important challenge of this task, along with the need for a computationally efficient method.

In the following paragraphs, a computationally efficient method for tracking music in audio streams from movies is presented. The audio stream is first mid-term processed with a fixed length moving window and four features are extracted per window. Each feature is
fed as input to a simple classifier, which produces a soft output for the binary problem of music vs. all other types of audio. The soft outputs are then combined to yield a measure of confidence that quantifies whether the segment corresponds to music or not. At a final step, thresholding is applied to filter out segments, for which the confidence measure is low. The proposed approach has been tested with audio streams from various movies and its performance was measured both on a mid-term segment basis as well as on an event detection basis. Reported results demonstrate that the method exhibits high performance even when music is mixed with other types of audio in the stream.

### 4.1 Previous works

Related work in the field $([77,78,79])$ has so far treated the problem of music tracking as a binary classification task on a short-term frame basis; the audio stream is first divided into a sequence of short-term frames, by means of a moving window technique, and a separate classification decision is taken for each short-term frame for the binary problem of music vs. other types of audio. A post-processing stage is also employed in most cases in order to smooth the results and produce longer segments. It can be stated that emphasis has so far been given on selecting a feature set that provides high discrimination performance on a short-term basis using standard classifiers, i.e., kNN or GMM based ones. Comparative studies of features can be found in [77] and [78]. The work in [77] deals with the task of music tracking in TV productions and proposes that using a feature that captures the shape of spectrograms of music signals on a short-term basis (the "Continuous Frequency Activation" feature) along with a single thresholding classifier is sufficient to yield satisfactory performance. In [78] emphasis is given on detecting pure music and music mixed with speech in artificially created datasets, where music is mixed with speech at varying music to background signal ratios. Finally, the work in [78] deals with the related, yet simpler problem, of music detection in audio streams from user-generated video clips, i.e., the authors have developed a system that answers whether a video clip contains music or not. The features used in [79] evolve around the assumption that a music signal exhibits certain harmonic and rhythm-related properties.

### 4.2 Proposed method: General

The method presented in this work is different in the following aspects:

- It treats the problem on a mid-term segment basis, i.e., the audio stream is processed with highly overlapping mid-term segments, in order a) to avoid classification decisions on a short-term basis and b) to exploit the fact that there exists certain context dependency among successive short-term frames. To this end, four features that are related to the properties of music signals are extracted per mid-term segment.
- The proposed classifier functions on a mid-term segment basis for the binary problem of "music vs. all other types of audio" is a simple combiner of histogram-based weak learners. Note that this type of approach is independent of the features used and can be considered as a general framework for the task at hand. Furthermore, the computational complexity is kept low, around $10 \%$ of the duration of the audio recording (measured in seconds).
- No assumptions concerning the types of audio, which are likely to be encountered in an audio stream are made. Moreover, the performance of the proposed approach is tested on an audio corpus where a multitude of audio events is encountered.


### 4.3 Feature extraction

At a first step, the audio signal is mid-term processed with a moving window technique. In particular, the mid-term window length is equal to 3 secs, while a 2.5 secs overlap exists between successive windows. The goal is to extract four features per mid-term window. Each feature is a statistic, computed over a sequence of short-term features comprising the mid-term window. The specific choice of the short-term features and the related statistics are the result of extensive experimentation, which has indicated that this choice leads to high discrimination performance for the music vs all classification task. In particular, the following four features / statistics have been used:

1. $\mathbf{1}^{\text {st }}$ chroma based feature: This feature is described in Section 2.4.6 and it experiences higher values for music segments.
2. $2^{\text {nd }}$ chroma based feature: This second chroma feature is a measure of the degree of variation of each chroma element over successive short-term frames (Section 2.4.6), and therefore it has lower values for music signals. Both chroma features have been calculated using the window lengths described in Section 2.4.6.
3. Minimum Entropy of Energy: Entropy of energy is a measure of abrupt changes in an audio signal (see Section 2.3.3). 50 msecs short-term windows have been adopted for the feature sequence calculation, while 10 sub-frames were used in each frame (for the computation of the entropy as described in Section 2.3.3). The adopted statistic for this feature is the minimum value over all short-term frames of the mid-term window. Experiments have indicated that this feature exhibits higher values for music segments. This is something expected, since low values of $H$ correspond to abrupt signal changes in a small time duration, while it is obvious that for music signals such changes occur less frequently.
4. Non-zero Pitch ratio: To compute this feature, the mid-term window is first broken into non-overlapping short-term frames, 50 msecs long. From each short-term frame the pitch is extracted by means of a standard autocorrelation-based pitch detection method ([80]). This particular pitch tracker has been chosen because of its computational simplicity. Once all pitch values have been extracted, the non-zero pitch ratio, i.e., the percentage of frames with non-zero pitch, is employed as a statistic. This feature can be considered as a measure of the harmonicity of the audio signal. Our experiments have indicated that music segments tend to exhibit high values for this feature.

### 4.4 Music tracking

Let $\underline{x}=\left[\begin{array}{llll}x_{1} & x_{2} & x_{3} & x_{4}\end{array}\right]^{T}$ be the feature vector that has been extracted from a mid-term segment and let $\omega_{1}$ and $\omega_{2}$ stand for the class of music segments and non-music segments respectively. Our next goal is to estimate $p\left(\underline{x} \mid \omega_{1}\right)$ and $p\left(\underline{x} \mid \omega_{2}\right)$. To this end we assume that the $x_{i}$ s are statistically independent. Therefore

$$
p\left(\underline{x} \mid \omega_{1}\right)=\prod_{k=1}^{4} p\left(x_{k} \mid \omega_{1}\right)
$$

and

$$
p\left(\underline{x} \mid \omega_{2}\right)=\prod_{k=1}^{4} p\left(x_{k} \mid \omega_{2}\right)
$$

In order to estimate $p\left(x_{k} \mid \omega_{1}\right), k=1, \ldots, 4$ and $p\left(x_{k} \mid \omega_{2}\right), k=1, \ldots, 4$ we resort to a simple histogram lookup operation. For each feature, the histogram of values for each class is known and it is generated during the training stage (two histograms per feature). This is practically equivalent to estimating the pdf of each feature by means of Parzen approximation with rectangular windows. Details of the training stage can be found in Section 4.5.

At a second step, the following log-likelihood ratio is computed:

$$
\begin{align*}
R(\underline{x}) & =\log \frac{p\left(x \mid \omega_{1}\right)}{p\left(\underline{x} \omega_{2}\right)}=\log p\left(\underline{x} \mid \omega_{1}\right)-\log p\left(\underline{x} \mid \omega_{2}\right) \\
& =\sum_{k=1}^{4} \log p\left(x_{k} \mid \omega_{1}\right)-\sum_{k=1}^{4} \log p\left(x_{k} \mid \omega_{2}\right) \tag{4.1}
\end{align*}
$$

This technique is common in speaker tracking [76]. $R(\underline{x})$ can be considered as a soft output, i.e., a measure of confidence that $\underline{x}$ has been extracted from a music segment. When the histogram lookups yield comparable results, the log-likelihood ratio will be close to zero, indicating a case of uncertainty. On the other hand, positive values are in favor of music and negative values indicate other types of audio.

To proceed, let $\mathbf{P}=\left\{P_{k} ; P_{k}=R\left(\underline{x}_{k}\right), k=1, \ldots, L\right\}$ be the sequence of soft decisions for all mid-term segments, where $L$ is the number of segments. $\mathbf{P}$ is then processed by means of a median window, 7 mid-term frames long, to remove spurious values. A hard threshold, $T_{h}$, is then applied and all mid-term segments with $P$ value exceeding $T_{h}$ are kept as music segments. In the end, short segments (shorter than 3 seconds) are filtered out. After extensive experimentation, the recommended threshold value was chosen to be equal to 0.1 . Figure 4.1 presents the P -sequence for a part of an audio stream from the movie "Pink Floyd - The Making of 'The Dark Side of the Moon". The solid horizontal line indicates the position of the threshold.


Figure 4.1. Sequence of soft decisions for a part of an audio stream. Horizontal line represents the threshold (0.1). Red rectangles represent the true music segments, while blue rectangles represent the detected music segments.

### 4.5 Experiments

### 4.5.1 Datasets

Two distinct datasets have been used, one for training, i.e., for generating histograms, and one for testing the proposed method. Details of the datasets are given below. It has to be emphasized that for both datasets a manual annotation stage was necessary. In the case of audio streams from movies, manual annotation is also a challenging task because humans tend to perceive music boundaries differently, especially in the case where music is mixed with other audio events. To deal with this problem, the manual annotation task was carried out independently by three individuals. The annotation results were merged by adopting the rule that part of a recording contains music only when the labels of the annotated data of all three individuals coincide.

1. Training Dataset In order to generate the histograms of values for each feature per class, 4000 homogeneous audio segments have been manually extracted and labeled from more than 30 movies. Half of the segments were used for populating the histograms of each class. Care was taken so that, in the case of music, a large portion of the segments contained music mixed with other types of audio, e.g., speech and en-
vironmental sounds. Similarly, the non-music segments contain several types of audio that are frequently encountered in movies, e.g., speech, gunshots, explosions, environmental sounds, machine sounds, screams, beatings, etc. The average duration of the segments in each class was approximately 3 seconds. Figure 4.2 shows the feature histograms per class for all four features.
2. Testing Dataset In order to evaluate the performance of the proposed music tracking system, audio streams from eight movies have been manually annotated. The audio streams were "ripped" directly from the movie DVDs and were channel averaged and resampled to 16 KHz . In Table 4.1, the details of this dataset are given. It can be seen that the total duration of the audio streams is 2.5 hours. Music duration is approximately 39 minutes (almost $26 \%$ of the total recording time), and the total number of music segments is 140 .

### 4.5.2 Evaluation Results

The proposed system was first evaluated on a mid-term basis. Since the mid-term step is 0.5 secs, a correct classification decision on a mid-term segment (3 secs long) is considered to be valid only for the first 0.5 seconds of the segment. As a result, if $M$ successive mid-term segments yield the same classification decision, then the length of the resulting homogeneous segment is $M \times 0.5$ secs. As it is usually the case, precision and recall, as defined below, were used as the performance evaluation measures on a mid-term basis:

- Music Precision: The proportion of audio data that was classified as music and was indeed music.
- Music Recall: The proportion of music data, that was correctly classified as music.

The system's performance has also been measured using another pair of performance measures that refers to the event detection ability of the algorithm:

- Music Detection Precision: The number of detected music segments, that were indeed music, divided by the total number of detected music segments.
- Music Detection Recall: The number of correctly detected music segments divided by the total number of true music segments.

Table 4.1. Audio streams from movies, used for testing the proposed method: Movie title, genre, audio duration ( D , in minutes), music duration (MD, in minutes) and number of music events (\#S).

| Movie Title | Genre ([81]) | D | MD | \#S |
| :---: | :---: | :---: | :---: | :---: |
| Harry Poter | Adventure / Family <br> / Fantasy | 10 | 2.51 | 15 |
| The Aviator | Biography / Drama | 5 | 0.73 | 5 |
| The Bear | Adventure / Family <br> / Drama | 20 | 4.39 | 5 |
| U-571 | Action / Drama / War | 15 | 2.47 | 15 |
| Billy Eliot | Comedy / Drama | 25 | 6.55 | 30 |
| Kill bill 1 | Action / Crime <br> / Drama / Thriller | 25 | 2.71 | 5 |
| The Phantom of the Opera | Drama / Musical / <br> Romance / Thriller | 20 | 8.24 | 25 |
| Pink Floyd - The Making of 'The Dark Side of the Moon' | Documentary / Music | 30 | 11.52 | 40 |
| Total | - | 150 | 39.1 | 140 |

Note that by "correctly detected music segments", we mean the detected segments that overlap with a true music segment. The values of the two kinds of measures may differ significantly. In Figure 4.3, an example of music detection is given (for an audio stream with four music segments). In this case, the detection precision is $100 \%$ (all three detected segments are indeed music segments), while the detection recall is $75 \%$ (three out of four music segments have been detected). Furthermore, the precision of classified data is

$$
\operatorname{Pr}=\frac{T / 2+T+T / 8}{T / 2+1.2 T+T / 8}=89 \%
$$

and the recall is equal to

$$
R e=\frac{T / 2+T+T / 8}{T+T+T / 2+T / 2}=54 \%
$$

In Figures 4.4 and 4.5 the results of the classification and detection process are respectively presented (precision, recall and F1 measure) for different values of the threshold.

In both cases, the threshold affects the precision and the recall rates. As expected, higher values of the threshold lead to higher precision and lower recall (and vise-versa). Depending on the demands, this parameter can therefore be used accordingly. If, for example, a specific multimedia application requires very high detection precision rates, the largest threshold value ( $\mathrm{T}=1$ ) can be used, and therefore achieve a precision rate over $95 \%$, while the recall rate will drop to almost $75 \%$. In this work, threshold value $T=0.1$ maximizes the F1 measure of the detection performance. For this value, the performance (classification and detection) is presented, in detail, in Table 4.2.

Table 4.2. Classification and detection performance for threshold value $T=0.1$.

|  | Precision | Recall | F1 Measure |
| :---: | :---: | :---: | :---: |
| Classification | $89 \%$ | $83 \%$ | $86 \%$ |
| Detection | $91 \%$ | $90 \%$ | $90.5 \%$ |

### 4.5.3 Computational complexity

Excluding the feature extraction stage and following equation (4.1), the cost of a classification decision per mid-term segment is equal to the cost of 8 histogram lookups plus the computational cost of 8 logarithms, 6 additions, 1 substraction and 1 threshold comparison. Assuming that the costs for addition, substraction and threshold comparison are practically equal and taking into account that an audio stream which is $N$ seconds long, will yield approximately $\frac{N}{0.5}=2 N$ mid-term segments (mid-term step is 0.5 secs), then the computational cost for all classification decisions is $8 * 2 * N$ histogram lookup operations plus $8 * 2 * N$ logarithms plus $8 * 2 * N$ additions. In other words, the overall classification cost is equal to $16 * N *($ lookup cost $+\log$ cost + addition cost $)$ in terms of computational burden. According to our experiments, the proposed system spends approximately $1.5 \%$ of the total recording time on this stage, on a standard PC platform where the implementation has been carried out in the Matlab programming environment.

Concerning the feature extraction stage, it can be stated that it takes approximately $8.5 \%$ of the recording length of the audio stream (measured in seconds) to be completed. Overall, the proposed method requires around $10 \%$ of the length of the audio recording to complete execution.

### 4.6 Conclusions

This chapter has presented a robust and computationally efficient music tracker in the context of audio streams from movies. The system takes classification decisions for the binary problem of music vs. all other types of audio on a mid-term segment basis. To this end, a feature extraction stage yields four feature values per mid-term segment. These are statistics which are computed over short-term features on each mid-term segment. The classifier thus combines the soft-outputs of four histogram-based weak learners. The performance of the method has been measured both on mid-term segment basis as well as on an event detection basis. The results indicate that the method is robust when music is in the background of other audio events, while computational complexity is kept quite low (around $10 \%$ of the recording time). The proposed music tracker can be used in an overall system for multi-class audio classification, as a pre-processing stage. For the particular case of violence detection, it can be used in order to exclude audio areas from the more computationally demanding classification-segmentation algorithms.


Figure 4.2. Histograms of all four features for both classes (Music vs Non-Music)


Figure 4.3. Music tracking example


Figure 4.4. Classification Performance


Figure 4.5. Detection Performance

## Chapter 5

## Audio Segmentation

The purpose of audio segmentation is to locate changes in the content of the audio signals; in other words, to detect changes among acoustically homogenous audio regions. It is an important preprocessing step in any audio characterization system. Music information retrieval, video segmentation and audio characterization in security surveillance systems are some notable applications of high current interest. In such systems, besides accuracy, computational time is also of paramount importance, especially when a real-time or almost a real-time operation is desirable.

In this chapter, a novel approach to audio segmentation is presented. The problem of detecting the limits of homogenous audio segments is treated as a binary classification task. Each audio frame is classified as "segment limit" vs "non-segment limit". For each frame, a spectrogram is computed and eight feature values are extracted from respective frequency bands. Final decisions are taken based on a classifier combination scheme. The algorithm has very low complexity with almost real time performance. The algorithm has been evaluated on real audio streams from movies and it achieves $85 \%$ accuracy rate. Moreover, it introduces a general framework to audio segmentation, which does not depend explicitly on the number of audio classes.

### 5.1 Introduction

In general, audio segmentation approaches can be categorized into supervised and unsupervised techniques. Supervised approaches, e.g., [82], use a group of a-priori known audio
classes and audio segmentation is performed via a classification task, by assigning audio frames in the respective classes. Unsupervised techniques treat audio segmentation as a hypothesis test by detecting changes in the audio signal, given a specific observation sequence ([33], [35], [34]). Another differentiation between audio segmentation methods is that, depending on the task, the definition of homogeneity may vary. For example, the notion of homogeneity is different when dealing with a speech-music segmentation task, than with speaker change detection.

In this chapter, the supervised approach rationale is followed, albeit using a completely different viewpoint, compared to previously developed techniques. Since all it is required is to detect content "changes" in the audio stream, we focus on this task directly, instead of solving another problem first (i.e., a classification task) and trying to infer our desired goal from it. Using this path, no a-priori assumption on the number of audio classes is required, which in a general audio stream cannot be easily determined. The segmentation task is treated as a binary classification problem: non-segment limit vs segment limit (the term "segment" refers to a part of an audio stream with homogenous segment). In turns out that the proposed method has substantially lower computational demands, without sacrificing accuracy, compared to previously derived techniques.

The proposed algorithm first computes eight feature sequences, from eight corresponding frequency bands of the spectrogram of the audio stream. After extensive experimentation, we found that these eight bands are sufficient to encode and monitor activity of different types of audio signals. For each band, transition activity is first measured on a frame basis. In the sequel, for each frequency sub-band, a binary classification problem is defined: nonsegment limit vs segment limit, on a frame basis. Then, a simple histogram-based classifier is employed for each frequency band (binary sub-problem) and final results are obtained by combining individual outputs. In order to train the binary classifiers, only audio streams with known segment limits are used and, as stated before, there is no need for any assumption concerning the class of the individual segments: we only need to know that the segments are of homogenous content. Segment limits are finally detected by computing local maxima in the output of the combiner.

### 5.2 Feature Extraction

At a first stage, the audio stream is divided into non overlapping 100 msec frames and the spectrogram, $S_{t, f}$, of the signal is computed ( $t$ is the frame index and $f$ is the frequency bin index). At a next step, eight frequency sub-bands are defined according to the following frequency limits (in Hz ):

$$
f b=\{0,150,400,800,1500,2500,4000,5500,8000\}
$$

The bands have been selected after extensive experimentation. For each sub-band, the normalized spectral energy is then calculated:

$$
E_{i}(t)=\frac{\sum_{f=f b(i-1)}^{f b(i)} S(t, f)}{\sum_{f=0}^{F s} S(t, f)}, i=1 \ldots, 8
$$

Each $E_{i}$ is then smoothed using a fixed averaging window ( 1.0 sec long). Finally, for each $E_{i}$, a sequence of energy changes is computed, using a long-term window of length $S W$, i.e. the following distance function is computed:

$$
D_{i}(t)=\left|\frac{\sum_{\tau=t-S W / 2}^{t-1} E_{i}(\tau)}{S W / 2}-\frac{\sum_{\tau=t+1}^{t+S W / 2} E_{i}(\tau)}{S W / 2}\right|
$$

$S W$ has been selected to be equal to 3 seconds ( 30 frames). $D_{i}(t)$ expresses the degree of change of $E_{i}$ around the $t$-th short-term frame. In Figure 5.1, an example of $E_{1}$ and $D_{1}$ is presented, for a short audio stream containing two segments. It can be observed that the real segment limit (vertical line) lies in short distance to the local maxima of $D_{1}$.

### 5.3 Classifiers Architecture

### 5.3.1 Individual Binary Classifiers

For each sequence $D_{i}, i=1, \ldots 8$, a separate one-dimentional binary classification problem is defined: "Non - Segment Limit" (class $\omega_{1}$ ) vs "Segment Limit" (Class $\omega_{2}$ ), on a frame


Figure 5.1. $E_{1}$ and $D_{1}$ for an audio stream.
basis. In order to train the binary classifiers, 25 hours of audio streams of known segment limits were used: the values of $D_{i}$, which correspond to frames within a 0.5 second interval (tolerance), before and after the real segment limits, were used to populate class $\omega_{2}$ and all other vales of $D_{i}$ were used to populate class $\omega_{1}$. As an example, consider the 4 -segment audio stream of figure 5.2, which is used for training the first binary classifier and for which the segment limits are known. The values of $D_{1}$ in an interval of $\pm 5$ frames $( \pm 0.5 \mathrm{sec})$ around the true segment limits (bold areas of $D_{1}$ ) are used to populate class $\omega_{2}$ and all other values of $D_{1}$ are used for $\omega_{1}$.


Figure 5.2. The class population process.

The same process is repeated for all available pre-segmented audio streams and for all eight frequency bands. It must be emphasized the audio segments that constitute the audio
streams are of a homogenous content. More details about those homogenous audio segments can be found in Section 5.6.1. When the training datasets for both classes are populated, the respective histograms are calculated and used to estimate the two pdfs underlying the two classes. In other words, for each binary classification sub-task $i, P\left(D_{i} \mid \omega=\omega_{1}\right)$ and $P\left(D_{i} \mid \omega=\omega_{2}\right)$ are estimated. This comprises the training phase. In figure 5.3 the histograms for the two classes of the 1st classification task are presented.


Figure 5.3. Histograms for the 1st binary classification task. $P\left(D_{1} \mid \omega=\omega_{1}\right)$ is the estimated probability that the value of the first distance function is $D_{1}$ for a non-segment limit, while $P\left(D_{1} \mid \omega=\omega_{2}\right)$ is the estimated probability that the value of the first distance function is $D_{1}$ for a segment limit.

In the classification stage, given an unknown frame, $j$, the following measure is computed: $C M_{i}(j)=\frac{P\left(\omega=\omega_{2} \mid D_{i}(j)\right)}{P\left(\omega=\omega_{1} \mid D_{i}(j)\right)}$, where $D_{i}(j)$ is the distance function of the $i$-th sub-band and the $j$-th frame. $C M_{i}(j)$ is the (soft) output of the $i$-th classifier associated with the $j$ th frame. This is a measure of confidence that the $j$-th frame is a segment limit in the $i$-th sub-band sequence.

### 5.3.2 Combination Rules

Classifier combination aims at boosting the performance of the individual classifiers ([52]). In the current chapter, three rules have been implemented for combining the classifiers' soft outputs. The simpler combination scheme is the rule of the arithmetic average; the average value, $C M(j)$ is computed as: $C M(j)=\frac{\sum_{i=1}^{8} C M_{i}(j)}{8}$

## Audio Segmentation

The second combination method is the Global Weighted Average rule (GWA); a different weight $W_{i}$ is assigned to the soft output of each classifier, i.e., $C M(j)=\frac{\sum_{i=1}^{8} W_{i} \cdot C M_{i}(j)}{\sum_{i=1}^{8} W_{i}}$. To choose the weights $W_{i}$, the overall performance of the segmentation method was tested, using each individual classifier, and the overall accuracy was used as a weight in each case.

The third method follows the one suggested in [83], where each classifier's accuracy, in local regions in the feature space, is estimated and then the decision of the most locally accurate classifier is used (Classifier Selection). In this chapter, the Local Weighted Average (LWA) method is used to assign to each classifier a weight that depends on its softoutput. A histogram $W_{i}$ of each classifier's accuracy, for different soft-output values $C M_{i}(j)$, is trained, by testing the segmenter's performance using the individual classifiers. In other words, the local weight $W_{i}\left(C M_{i}(j)\right)$ is an estimate of the $i$-th classifier's (local) accuracy, when the output value is $C M_{i}(j)$. The combined output of the LWA method is computed by: $C M(j)=\frac{\sum_{i=1}^{8} W_{i}\left(C M_{i}(j)\right) \cdot C M_{i}(j)}{\sum_{i=1}^{s} W_{i}\left(C M_{i}(j)\right)}$.

In order to estimate the local (or global) accuracy, the segmenter (using each individual classifier) is tested on audio streams with known segment limits. In particular, using each individual classifier $i$, the segmentation process is first applied on the audio stream. Note that in order to estimate the weights, the whole segmentation process is applied, i.e., after the calculation of the combined output $C M$, the detection process described in Section 5.4 is also applied, in order to detect the possible segment limits. In the sequel, the segmentation correctness is checked, on a frame basis. In details, for each frame $j$ the following steps are executed (after the segmentation process):

1. Find the closest real segment limit $L_{R}$ and compute its distance from the current frame:

$$
D_{R}=\left|L_{R}-j\right| .
$$

2. Find the closest detected segment limit $L_{S}$ and compute: $D_{S}=\left|L_{S}-j\right|$.
3. Define a tolerance $D_{T}=0.5 \mathrm{sec}$ and compute:

$$
r(j)= \begin{cases}0, & \text { if } D_{R} \geq D_{T} \text { and } D_{S} \geq D_{T} \\ 1, & \text { if } D_{R}<D_{T} \text { and } D_{S} \geq D_{T} \\ 2, & \text { if } D_{R} \geq D_{T} \text { and } D_{S}<D_{T} \\ 3, & \text { if } D_{R}<D_{T} \text { and } D_{S}<D_{T}\end{cases}
$$

If $r(j)=0$ frame $j$ is neither near a true or a detected limit (true negative decision). In the case that $r(j)=1$, the current frame is near a true limit but not a detected limit (that can be counted as a false negative decision), while if $r(j)=2$, this obviously means that a false alarm has occurred. Finally, if $r(j)=3$, the $j$-th frame is both in the area of a detected and a real limit (true positive decision).
4. Using $r(j)$, define a correctness sequence $c$, which specifies whereas the segmentation process is correct, on a frame basis:

$$
c(j)= \begin{cases}1, & \text { if } r(j)=0 \text { or } r(j)=3 \\ 0, & \text { otherwise }\end{cases}
$$

Obviously, the overall accuracy of the segmentation process can be computed directly from $c: A=\frac{\sum_{j=1}^{L} c(j)}{L}$, where $L$ is the total number of frames. This measure is used as a global weight in the GWA method. On the other hand, in the LWA method, as explained above, our purpose is to compute the accuracy for specific values of $C M$ and use it as a weight. Towards this end, we define a set of bins for the $C M$ sequence. For each bin value $C M_{b}$ there is a respective $c_{b}$ subsequence of $c$, which is composed by the frames whose $C M$ values belong to the $b$-th bin. Therefore, the (locally estimated) accuracy is computed according to the equation: $A_{b}=\frac{\sum_{j=1}^{L_{b}} c_{b}(j)}{L_{b}}$, where $L_{b}$ is the length of $c_{b}$ (and $C M_{b}$.) This process is repeated for several audio streams with known segment limits, and the weights are computed by averaging the respective local accuracies. In figure 5.4, an example of the weights for the 1st and 8th classifiers is presented. For example, the fact that the weight of the 1st classifier for the first CM bin is almost 0.88 , means that a soft decision of the 1st classifier that belongs to that CM bin is accurate $88 \%$ of the time.

Figure 5.5 is an example of the results obtained by the three combination rules for the case of a 4 -segment audio stream with known segment limits (vertical lines). The first eight sub-figures show the outputs of the individual classifiers $\left(C M_{i}\right)$, and the last sub-figure shows the combined output (for all three combination schemes).


Figure 5.4. Weights for the 1 st and the 8 th classifier in the LWA method.

### 5.4 Detection of segment limits

All combination methods in 5.3.2 lead to a fused soft output, which can be interpreted as the overall certainty measure that a frame belongs to a segment limit. High values of this quantity are interpreted as an indication that the probability of the respective frame being a segment limit is also high. Therefore, a local maxima detection algorithm has been applied to the resulting $C M$ sequence. At a second stage, the local maxima are post-processed by means of a global thresholding algorithm.

### 5.4.1 CM Maxima Detection

For estimating the local maxima of the resulted $C M$ sequence (and therefore the detected segment limits) the following algorithm has been implemented:

- Step 1: Detect all elements $i$ that satisfy both:

$$
\frac{\sum_{j=1}^{\operatorname{maxWin}} C M(i-j)}{\operatorname{maxWin}}<C M(i)
$$

and

$$
\frac{\sum_{j=1}^{\operatorname{maxWin}} C M(i+j)}{\operatorname{maxWin}}<C M(i)
$$



Figure 5.5. Individual and combined CMs.
. maxWin is a user-defined parameter. In other words, a frame $i$ is detected if the average $C M$ values of the windows (of length maxWin) on the right and on the left of $i$ are smaller than $C M(i)$.

- Step 2: Divide the detected elements of step 1 in "groups of neighbors": the distance of two successive elements of the same group should be $\leq \frac{\operatorname{maxWin}}{2}$.
- Step 3: The element with the maximum value of each group of neighbors is the detected local maximum, and therefore the detected segment limits.

In Figure 5.6, an example of the maxima estimation algorithm is presented, for a sequence with three local maxima.

### 5.4.2 Thresholding

Detected maxima are then post-processed by applying a thresholding criterion. In particular, a global, user-defined threshold $T$ is used. A thresholding example is presented in Figure 5.7 , where $T=1$.

### 5.5 Random Segmentation

For comparison reasons, in this paragraph we describe the theoretical performance of a random segmenter. As in classification methods, where the performances are compared to the process of random selection of a class, we compare the proposed segmentation methods to the random segmenter, which places the segment limits in random positions uniformly distributed in the audio stream. In the sequel, we are presenting the performance of this random selection of segment limits. Let:

- d: average segment duration (true segments)
- $N$ : number of true segments
- $m$ : average segment duration (random segmenter)
- $M$ : number of segments (random segmenter)
- $L$ : signal length
- tol: error tolerance

In figure 5.8 a general example of random segmentation is presented. Dotted lines represent (randomly) estimated segment limits, while solid lines represent the real segment limits. Obviously, the average segment duration (of the real segments) is related to the number of true segments and the total signal length, according to the equation: $d=\frac{L}{N}$. Similarly, for the average duration of the (randomly) detected segments the following equation is true: $m=\frac{L}{M}$. It has to be noted that the only parameter of the random segmenter is the average duration of its segments $m$.

A random segment limit is correct if it lies in a distance from the closest true limit that is shorter than tol. The probability that a random limit is correct is obviously $P_{\text {cor }}=\frac{2 \cdot \text { tol } \cdot \mathrm{N}}{L}$. In addition, the precision and recall of the random segmenter are computed according to the equations:

$$
\text { Precision }=\frac{\# \text { correctly detectedlimits }}{\# \text { total detected limits }}
$$

$$
\text { Recall }=\frac{\# \text { correctly detected limits }}{\# \text { total real limits }}
$$

As it has been mentioned above, the number of real segment limits is $N$, the number of detected segment limits is $M$ and obviously the number of correctly detected limits is $M \cdot P_{\text {cor }}=M \cdot \frac{2 \cdot \text { tol } \cdot N}{L}$. Therefore we have:

$$
\begin{gathered}
\text { Precision }=\frac{2 \cdot \mathrm{tol} \cdot N}{L}=\frac{2 \mathrm{tol}}{d} \\
\text { Recall }=\frac{2 \cdot \mathrm{tol} \cdot \mathrm{M}}{L}=\frac{2 \mathrm{tol}}{m}
\end{gathered}
$$

The equations above are valid under the assumption that $2 t o l \geq d$ and $2 t o l \geq m$. In the extreme case that 2 tol $\leq d$ (or 2 tol $\leq m$ ) the Precision (or Recall) is $100 \%$.

### 5.6 Experiments

### 5.6.1 Datasets

In order to train and test the proposed method, 300 homogeneous audio segments have been recorded from more than 30 movies, covering a wide range of audio classes (speech, different genres of music, gunshots, screams, fights, environmental sounds, etc.). These segments have been used for generating phantom audio streams with known segment limits, both for training and testing. As explained in Section 5.1, during the segmentation stage we make no assumptions about the content audio classes that exist in the stream. The only restriction is that the segments involved in the training process are homogenous.

More specifically three sets were formed:

- $S_{1}$ comprises 150 of the homogeneous segments and it has been used for training the individual classifiers and computing the weights of the combining rules. It contains 300 audio streams of 70 segments each (total duration: 25 hours).
- $S_{2}$ has been generated from the remaining 150 homogeneous segments and it is used for testing purposes. It has the same size as $S_{1}$.
- $S_{3}$ has been used for evaluating the methods for specific class transitions (e.g. music to speech). This dataset is described in detail in Section 5.6.2.3.

In addition, for testing purposes $S_{4}$ has been formed using 20 uninterrupted audio streams from movies (real data), which have been manually segmented. The total duration of $S_{4}$ is approximately 300 minutes.

### 5.6.2 Performance on Phantom Data

### 5.6.2.1 Performance for Different Thresholds

As a first step, the proposed method has been tested for different values of the threshold, using $S_{1}$. Figure 5.9 presents the performance for different threshold values, for the case of 1 sec of tolerance. As expected, the precision rate grows with the threshold value, while the recall rate is decreased. As a result of this fine tuning experiment, the threshold parameter $T$ in the final system was set equal to 1 .

### 5.6.2.2 Performance for Different Tolerances

For the above threshold value, the method was then tested on a tolerance basis, (in the range 100 msecs to 1 sec ), using dataset $S_{2}$. In figure 5.10, the F1 measure is presented, for all three combination rules, along with the random segmenter. The dotted line represents the performance of the random segmenter. On average (i.e., for all tolerances in the range), the GWA method achieves $0.40 \%$ improvement compared to the averaging method, while the LWA method achieves an improvement of $1.1 \%$.

### 5.6.2.3 Performance for Different Genres of Transitions

An interesting information for a general audio segmentation system is the performance for specific audio transitions (e.g., a class change from music to speech). Using dataset $S_{3}$, we have measured the performance of all three segmentation methods for specific class transitions. In particular, $S_{3}$ has been formed from the same audio segments as $S_{2}$; these segments were firstly divided into three content classes, namely: music, speech and other environmental sounds. Then, for all possible combinations (e.g. music-speech) 300 streams of 70 segments (of the combined classes) have been formed. In table 5.1 the performances of

|  | Average |  |  |
| :---: | :---: | :---: | :---: |
|  | Music | Speech | Envir. |
| Music | $\mathbf{8 4 . 7 7 \%}$ | - | - |
| Speech | $87.26 \%$ | $59.94 \%$ | - |
| Envir. | $88.53 \%$ | $86.84 \%$ | $84.01 \%$ |
|  | GWA |  |  |
|  | Music | Speech | Envir. |
| Music | $84.52 \%$ | - | - |
| Speech | $\mathbf{8 7 . 7 6 \%}$ | $59.81 \%$ | - |
| Envir. | $88.55 \%$ | $88.12 \%$ | $83.90 \%$ |
|  | LWA |  |  |
|  | Music | Speech | Envir. |
| Music | $84.55 \%$ | - | - |
| Speech | $87.66 \%$ | $59.99 \%$ | - |
| Envir. | $89.37 \%$ | $87.55 \%$ | $\mathbf{8 4 . 0 2 \%}$ |
|  | Random |  |  |
|  | Music | Speech | Envir. |
| Music | $26.26 \%$ | - | - |
| Speech | $29.69 \%$ | $34.16 \%$ | - |
| Envir. | $29.77 \%$ | $34.26 \%$ | $34.35 \%$ |

Table 5.1. Performance (F1 measure) of all three methods for specific class transitions.
all three methods (and that of the random segmenter) are presented. The tolerance of the specific experiments was 0.5 seconds. It is obvious that the performances of all methods drop when the audio stream is composed of speech segments. This happens because all methods, generally, lead to over-segmentation of speech segments and therefore the precision rate is decreased. Note that over-segmentation for speech data is expected, since the proposed methods have been trained for segmentation of several classes and speech usually contains more abrupt signal changes than any other audio classes.

|  | Tolerance $=0.5$ | Tolerance $=1$ |
| :--- | :---: | :---: |
| Av. | $75.3 \%$ | $84.1 \%$ |
| GWA | $75.0 \%$ | $84.4 \%$ |
| LWA | $76.0 \%$ | $85.0 \%$ |
| Random | $37.5 \%$ | $73.5 \%$ |

Table 5.2. Performance on dataset $S_{4}$.

### 5.6.3 Performance for Real Audio Streams

In Table 5.2, the overall performance of the method for dataset $S_{4}$ is presented. It is observed that in this case the performance of the LWA rule is the best of the three, which is in line with the figure 5.10.

### 5.6.4 Computational Complexity

The average execution time of the proposed algorithm has been measured to be at most equal to $1 \%$ of the input data length. For example, for a 2 -hour audio stream, the execution time was less than 2 minutes. This makes the method almost a real time one. This experimental result refers to a Matlab implementation of the proposed method, applied on a standard Windows workstation.

### 5.6.5 Comparison with existing methods

Related work has so far focused on speech related tasks, thus making a direct comparison with the proposed method a hard task. A comparative study of unsupervised techniques can be found in [34], where experiments were performed on the CHIL Isolated Acoustic Event Dataset. This is a corpus mainly consisting of speech sounds recorded in a multi-speaker environment (including some other types of audio events like applause and laughter). The work in [34] suggests that, for a 1 sec tolerance around segment limits, methods [33], [34] and [35] exhibit comparable performance in terms of the F-measure ( $0.76-0.85$ ) and that the best execution time is reported in [34] ( $7.8 \%$ of recording time). Our method achieves comparable performance in terms of the F-measure, irrespective of the audio type and, in addition, the execution time is significantly reduced, i.e., $1 \%$ of the recording time. Moreover,
our method does not need to adopt any assumptions about the number of the involved audio classes and hence perform a separate training for each one of them. This is a very welcome feature, since in a general audio stream the exact number of classes is not known.

Finally, the comparative study in [82] (a supervised method), indicates that on the TDT3 Mandarin audio corpus (a speech oriented corpus recorded from radio broadcasts) [82] slightly outperforms [33], but execution time is around $22 \%$ of the recording time.

### 5.7 Conclusions

In this chapter, the problem of detecting homogeneous audio segments has been treated as a classification task using classifier combination schemes. The system has been tested both, on phantom as well as real audio streams from movies. For the case of the LWA combiner and for real audio streams, F1 measure was almost $85 \%$, for a tolerance of 1 second. Furthermore, the method has a very low computational complexity, since the execution time does not exceed $1 \%$ of the input data length, using MATLAB code. Finally, the presented algorithm, provides a general framework for audio segmentation, which does not explicitly depend on the number of audio classes.


Figure 5.6. Maxima detection example: At a first stage, each "maximum candidate" $i$ is detected, if $C M(i)$ is larger than the average value of the maxWin-long areas on the left and on the right of $i$. Secondly, the neighbor maximum candidates are grouped and finally the maximum value of each group is kept.


Figure 5.7. Change detection example: (a) is the result of maxima detection in the $C M$ sequence and (b) is the result after the thresholding procedure.


Figure 5.8. Random Segmentation


Figure 5.9. Performance vs threshold parameter T for 1 sec tolerance


Figure 5.10. F1 measure (varying tolerance), for the phantom dataset $S_{2}$

## Chapter 6

## Multi-class audio classification

In this chapter, a multi-class classification algorithm for audio segments recorded from movies is presented, focusing on the detection of violent content, for protecting sensitive social groups (e.g. children). Towards this end, twelve audio features have been used, stemming from the nature of the signals under study. In order to classify the audio segments into seven classes (three of them violent), Bayesian Networks have been used in combination with the One Versus All classification architecture. The overall system has been trained and tested on a large data set ( 5000 audio segments), recorded from more than 30 movies of several genres. The experimental results verified that the proposed method can be used as an accurate multi-class classification scheme, as well as, as a binary classifier for the problem of violent - non violent audio content classification.

### 6.1 Introduction

The task of detecting violence is difficult, since the definition of violence itself is ambiguous. One of the most widely accepted definition of violence is: "behavior by persons against persons that intentionally threatens, attempts, or actually inflicts physical harm" ([84]). In video data, most violent scenes are characterized by specific audio signals (e.g. screams and gunshots). The literature related to violence detection is limited and, in most of the cases, it examines only visual features ([49], [50]).

In [44] the audio signal is used as additional information to visual data. In particular, a single audio feature, namely the energy entropy, is used in order to detect abrupt changes
in the audio signal, which, in general, may characterize violent sounds. However, the usage of energy entropy as a feature for violent detection can only be used in combination with other audio or visual features, since it only detects abrupt changes and it could therefore lead to the classification of a non violent impulsive noise (e.g. a door closing) as violent. In [85], a film classification method is proposed that is mainly based in visual cues, since the only audio feature adopted is the signal's energy. A more detailed examination of the audio features for discriminating between violent and non-violent sounds was presented in [57]. In particular, seven audio features, both from the time and frequency domain, have been used, while the binary classification task (violent and non violent) was accomplished via the usage of Support Vector Machines.

### 6.1.1 Class Definitions

This thesis focuses on more audio features in order to detect violence in audio signals but also to give a more detailed characterization of the content of those signals. Therefore, facing the problem as a binary classification task (violent/non-violent) would not be adequate. In addition, such a treatment of the problem would be insufficient in terms of classification accuracy. For example the sound of a non-violent impulsive sound (e.g. a thunder or a door closing) is more similar to a gunshot (violent) than to speech (non violent). It is therefore obvious, that the binary approach would lead to the grouping of distinct sounds, which is undesirable. Thus, we treat the problem as a multi-class audio classification problem.

In particular, we have defined seven classes ( 3 violent and 5 non-violent), motivated by the nature of the audio signals met in most movies. The non-violent classes are: Music, Speech, Others1, and Others2. The later two non-violent classes are environmental sounds met in movies. These sounds have been divided into two sub-categories according to some general audio characteristics. In particular, "Others1" contains environmental sounds of low energy and almost stable signal level (e.g. silence, background noise, etc). "Others2" contains environmental sounds with abrupt signal changes, e.g. a door closing, an airplane landing, a car accelerating, etc. This definition of the environmental audio classes is not only based on the two classes' content differentiation, but also on the significant differences in the adopted feature representation. For example, in Figure 6.1 the histograms of the 2nd
adopted feature is presented (see details for the adopted audio features in Paragraph 6.2.1), for the two environmental classes. It is obvious, that for the audio samples of the "Others2" class, the particular audio feature has significantly lower values.


Figure 6.1. Histograms of the 2nd audio feature for the two environmental (non-violent) classes. If a unique class for environmental sounds would have been used, this would have led (for the specific feature) in a non-homogenous histogram.

As far as the violent-related content is concerned, the following classes have been defined: Shots, Fights (beatings) and Screams. A detailed description of all seven audio classes is presented in Table 6.1.

### 6.2 Proposed method

For each audio segment, a number of audio features and respective statistics is calculated, leading to a 12-D feature vector. Next, each class is modelled by a separate Bayesian Network (BN) classifier. Each BN is used as an estimator of the probability that the input audio sample belongs to the respective class. At a final step, the maximum BN probability determines the "winner" class. In the following paragraphs a more detailed description of the adopted methods is presented.

Table 6.1. Classes Definitions and Descriptions

|  | Class Name | Class Description |
| :---: | :---: | :--- |
| 1 | Music | Music from film soundtrack and shorter music <br> effects. |
| 2 | Speech | Speech segments from various speakers, languages <br> and emotional states. Also, several levels of <br> noise, since speech is usually mixed with other. <br> types of audio classes (especially in films). |
| 3 | Others 1 | Environmental sounds of low energy and almost <br> stable signal level (e.g. silence, background <br> noise, wind, rain, etc) |
| 4 | Others 2 | Environmental sounds with abrupt changes in <br> signal energy (e.g. a door closing, a sound of a <br> thunder, an object breaking, etc). |
| 5 | Gunshots | Sounds from several types of guns. Contains both <br> short abrupt and continuous gunshots. |
| 6 | Fights | Sounds from human fights - beatings. |
| 7 | Screams | Sounds of human screams. |

### 6.2.1 Audio Features

At a first step, 12 audio features are extracted for each segment on a short-term basis, i.e., each segment is broken into a sequence of non-overlapping short-term windows (frames), and for each frame a feature value is calculated. This process leads to 12 feature sequences. In the sequel, a statistic is calculated for each sequence, leading to a 12-D feature vector for each audio segment. The features, the statistics and the window lengths adopted are presented in Table 6.2. For more detailed descriptions of those features, refer to Chapter 2.

Table 6.2. Window sizes and statistics for each of the adopted features

|  | Feature | Statistic | Window (msecs) |
| :--- | :---: | :---: | :---: |
| 1 | Spectrogram | $\sigma^{2}$ | 20 |
| 2 | Chroma 1 | $\mu$ | 100 |
| 3 | Chroma 2 | median | 20 (mid term:200) |
| 4 | Energy Entropy | min | 20 |
| 5 | MFCC 2 | $\sigma^{2}$ | 20 |
| 6 | MFCC 1 | max | 20 |
| 7 | ZCR | $\mu$ | 20 |
| 8 | Sp. RollOff | median | 20 |
| 9 | Zero Pitch Ratio | - | 20 |
| 10 | MFCC 1 | max/ $\mu$ | 20 |
| 11 | Spectrogram | max | 20 |
| 12 | MFCC 3 | median | 20 |

### 6.2.2 Classification Method

### 6.2.2.1 Multiclass Classification Scheme

In order to achieve multi-class classification, the "One-vs-All" (OVA) classification scheme has been adopted. This is one of the simplest but most accurate approaches for the multiclass classification task ([86]). It is based on decomposing the K-class classification problem into K binary sub-problems. In particular, K binary classifiers are used, each one trained to distinguish the samples of a single class from the samples in the remaining classes, i.e.
each class is opposed to all the others. For example, for the present audio classification task, one of the single binary classifiers is trained to distinguish a speech signal for non-speech signals. In the current work, we have chosen to use Bayesian Networks (BNs) for building those binary classifiers. As described below, the BNs are used to determine the probability that a sample belongs to one of the classes.

### 6.2.2.2 Binary Classifiers

In this paragraph, a description of the Binary Classifiers, that compose the OVA architecture, is presented. At a first step, the 12 feature values $v_{i}, i=1 \ldots 12$ described in Paragraph 6.2.1, are grouped into three 4 D separate feature vectors:

$$
\begin{align*}
V^{(1)} & =\left[v_{1}, v_{4}, v_{7}, v_{10}\right]  \tag{6.1}\\
V^{(2)} & =\left[v_{2}, v_{5}, v_{8}, v_{11}\right]  \tag{6.2}\\
V^{(3)} & =\left[v_{3}, v_{6}, v_{9}, v_{12}\right] \tag{6.3}
\end{align*}
$$

In the sequel, for each one of the 7 binary sub-problems, three k-Nearest Neighbor classifiers are trained on the respective feature space. In particular, each kNN classifier $K N N_{i}^{j}$, $i=1 \ldots 7$ and $j=1 \ldots 3$ is trained to distinguish between class $i$ and all $i^{\prime}$ (not i ), given the feature vector $V^{(j)}$. This process leads to three binary decisions for each binary classification problem. Thus, a $7 \times 3$ matrix $R$ is defined as follow:

$$
R_{i, j}= \begin{cases}1, & \text { if the sample was classified in class }  \tag{6.4}\\ & i, \text { given the feature vector } V^{(j)} \\ 0, & \text { if the sample was classified in class } \\ \text { not } i, \text { given the feature vector } V^{(j)}\end{cases}
$$

Let us consider, the following result matrix:

$$
R=\left[\begin{array}{lll}
1 & 0 & 0  \tag{6.5}\\
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 1 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

For example, the fact that $R_{1,1}=1$, indicates that $K N N_{1}^{1}$ (i.e. the KNN classifier of the first binary sub-problem - music vs non-music - that functions on the feature space of the $V^{(1)}$ feature vectors) decided that the input sample is music. On the other hand, the other two kNN classifiers of the same binary sub-problem decided that the input sample is non-music. Also, for the sixth binary sub-problem (i.e. fights vs non-fights) all three kNN classifiers decided in favor of the fights class. The emerging subject here is to decide to which class the input sample will be classified, according to $R$. An obvious approach would be to apply a majority voting rule for each binary sub-problem. Though, in the current work BNs have been adopted: each binary subproblem has been modelled via a BN which combines the individual kNN decisions to produce the final decision, as described in the sequel.

In order to classify the input sample to a specific class, the kNN binary decisions of each subproblem (i.e. the rows of matrix $R$ ) are fed as input to a separate BN, which produces a probabilistic measure for each class. In this work, the BN architecture shown in figure 6.2, has been used as a scheme for combining the decisions of the kNN individual classifiers. This is similar to the combiner used in Paragraph 3.4.3.2 (BNC). Discrete nodes $R_{i, 1}, R_{i, 2}$ and $R_{i, 3}$ correspond to the binary decisions of the kNN individual classifiers for the $i$-th binary sub-problem and are called hypotheses of the BN, while node $Y_{i}$ is the output node and corresponds to the true binary label. $Y_{i}$, like the elements of $R$, is 1 if the input sample really belongs to class $i$, and it is 0 , otherwise.

In the BN training step, the CPTs of each BN $i$ are learned according to the set ([75]):

$$
\begin{equation*}
S^{(i)}=\left\{\left(R_{i, 1}^{(1)}, R_{i, 2}^{(1)}, R_{i, 3}^{(1)}, s_{i, 1}\right), \ldots,\left(R_{i, 1}^{(m)}, R_{i, 2}^{(m)}, R_{i, 3}^{(m)}, s_{i, m}\right)\right\} \tag{6.6}
\end{equation*}
$$

where $m$ is the total number of training samples, $R_{i, j}^{(k)}$ is the result of $j$-th kNN classifier $(j=1, \ldots, 3)$ for the $j$-th feature vector of the $k$-th input sample $(k=1, \ldots, m)$, and $s_{i, k}$ is


Figure 6.2. BNC architecture
the true binary label for the $k$-th input sample and for the $i$-th binary subproblem. In other words, $s_{i, k}$ is defined as follow:

$$
s_{i, k}= \begin{cases}1, & \text { if the } k \text {-th sample's true class label is } i  \tag{6.7}\\ 0, & \text { if the } k \text {-th sample's true class label is } i^{\prime}(\text { not } i)\end{cases}
$$

Each set $S_{(i)}$ is generated by validating each individual kNN classifier (with results $R_{i, j}$ ) with a test set of length $m$, in our case a set of $m$ audio segments with known true class label.

Each BN $i$, makes the final decision for the $i$-th binary subproblem, based on the conditional probability

$$
\begin{equation*}
P_{i}(k)=P\left(Y_{i}(k)=1 \mid R_{i, 1}^{(k)}, R_{i, 2}^{(k)}, R_{i, 3}^{(k)}\right) \tag{6.8}
\end{equation*}
$$

This is the probability that the input sample's true class label is $i$, given the results of the individual kNN classifiers. Like with the BN scheme in Section Paragraph 3.4.3.2, no actual inference algorithm is needed, since the required conditional probability is given directly by the CPT, which has been calculated in the training phase. Also, no assumption of conditional independence between the input nodes is made, like e.g. in the Naive Bayesian Networks. After the probabilities $P_{i}(k), i=1, \ldots, 7$ are calculated for all binary subproblems, the input sample $k$ is classified to the class with the largest probability, i.e.

$$
\operatorname{WinnerClass}(k)=\arg \max _{i} P_{i}(k)
$$

Note that the above combination scheme is used as a classifier, though it can also be used as a probability estimator. Therefore, the proposed method can be included in a joint segmentation / multi-class classification system, like the one proposed in Chapter 3 for the binary problem of speech-music discrimination.

### 6.3 Experimental results

### 6.3.1 Datasets and System Training

In order to train and test the proposed system, seven datasets $D_{i}, i=1 \ldots 7$ consisting of 200 minutes of movie recordings have been compiled. Almost 5000 of audio samples have been extracted and manually labelled as "music", "speech", "others", "shots", "fights" and "screams", i.e. almost 800 samples per class. The duration of those audio segments varies from 0.5 to 10 seconds. The data was collected from more than 30 films, covering a wide range of genres (e.g. drama, adventure, horror, and war). Some of the films were chosen not to contain violent content, and were therefore used only for populating the non-violent classes. As described in Paragraph 6.2.2, the adopted multiclass classification technique is the One Vs All scheme. It is therefore obvious that, in order to train the binary sub-classifiers used in the OVA scheme, one must create (from the original datasets) other seven datasets $D_{i}^{\prime}$, each one containing audio samples from all other classes, than $i$. For example the dataset $D_{4}^{\prime}$ contains audio segments that are not labelled as "shots".

After the datasets $D_{i}$ and $D_{i}^{\prime}, D_{i}, i=1 \ldots 7$ have been created, $20 \%$ of the audio samples are used for populating the individual kNN classifiers. At a second step, the BNs are trained, via the validation of the respective kNN classifiers, as described in Paragraph 6.2.2. Towards this end, $60 \%$ of the datasets are used. The remaining $20 \%$ of the audio data is used for testing the final system.

### 6.3.2 Overall System Testing

In order to test the overall classification system, hold-out validation has been used. Therefore, each of the datasets $D_{i}$ and $D_{i}^{\prime}$ were randomly separated as explained above and experiments were executed for different selection of the subsets. In total, 100 iterations were executed. The normalized average confusion matrix $(C)$ is presented in Table 6.3. For example $C_{2,2}$ is the percentage of the speech data that was indeed classified as speech, whereas $C_{7,1}$ is the percentage of "Screams" segments that were classified as "Music".

The diagonal of $C$ is also the recall $R_{i}$ of the classification results, i.e. the proportion of data with true class label $i$, that were correctly classified in that class. On the other hand,

Table 6.3. Average Confusion Matrix

|  | Classified |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| True $\downarrow$ | Mu | Sp | Ot1 | Ot2 | Sh | Fi | Sc |
| music | 68.22 | 2.36 | 13.60 | 1.76 | 3.27 | 3.83 | 6.95 |
| speech | 1.66 | 81.96 | 6.38 | 4.75 | 0.23 | 2.08 | 2.95 |
| others1 | 4.59 | 1.90 | 70.24 | 11.20 | 5.44 | 2.52 | 4.11 |
| others2 | 2.00 | 3.15 | 15.21 | 59.83 | 10.30 | 8.57 | 0.94 |
| shots | 1.26 | 0.19 | 3.00 | 6.66 | 79.10 | 9.68 | 0.11 |
| fights | 1.70 | 2.23 | 0.89 | 11.81 | 26.38 | 52.29 | 4.71 |
| screams | 9.18 | 3.44 | 4.00 | 1.29 | 2.20 | 7.86 | 72.04 |

the precision of each class $\operatorname{Pr}_{i}, i=1 \ldots 7$ (i.e the proportion of data classified in class $i$, whose true class label is indeed $i$ ) is defined as:

$$
\operatorname{Pr}_{i}=\frac{C_{i, i}}{\sum_{j=1}^{7} C_{j i}}
$$

The recall and precision values of each class are presented in Table 6.4. The overall classification accuracy (i.e. the percentage of the data that were correctly classified) of the proposed method is $69.1 \%$.

Table 6.4. Recall and Precision per Class

|  | Mu | Sp | Ot1 | Ot2 | Sh | Fi | Sc |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RECALL: | 68.2 | 82.0 | 70.2 | 59.8 | 79.1 | 52.3 | 72.0 |
| PRECISION: | 77.0 | 86.1 | 62.0 | 61.5 | 62.3 | 60.2 | 78.5 |

The percentage of $69.1 \%$ refers to the classification accuracy of the multi-class classification problem. Though this is a high performance rate according to the nature of the problem, one may prefer to use the proposed classification scheme as a binary classifier. For example, the confusion between "Shots" and "Fights" is quite large ( $C M_{5,6}=9.68$ and $C M_{6,5}=26.38$ ). This means that a large amount of data that should have been classified as "Shots" was classified as "Fights" (and vise versa), but in both cases the content can be also characterized as violent. In general, binary classification could be achieved by classifying
each sample with class label 1, 2, 3 or 4 as "Non-Violent" and the samples with class labels 5,6 or 7 as "Violent". It is obvious that the recall and precision values for the violent class would therefore be computed using the following equations:

$$
\begin{align*}
R e_{\text {violence }} & =\frac{\sum_{i=5}^{7} \sum_{j=5}^{7} C_{i j}}{\sum_{i=5}^{7} \sum_{j=1}^{7} C_{i j}}  \tag{6.9}\\
P r_{\text {violence }} & =\frac{\sum_{i=5}^{7} \sum_{j=5}^{7} C_{i j}}{\sum_{i=1}^{7} \sum_{j=5}^{7} C_{i j}} \tag{6.10}
\end{align*}
$$

Applying equations 6.9 and 6.10 given the computed confusion matrix, the violence recall was found equal to $84.8 \%$ and the violence precision equal to $83.2 \%$. This means that the overall binary classification accuracy was almost $84 \%$.

For comparison reasons, the method has also been tested using the majority vote rule as a combiner of the individual binary decisions. In Table 6.5 the overall accuracy of the multi-class classification task and the recall and precision of the binary problem (violent vs non-violent content) are displayed. It can be seen that the proposed combination rule has a higher accuracy by $1.9 \%$.

Table 6.5. Overall accuracy of the multi-class classification task, violence recall and violence precision for the two combination methods (BN combiner and majority vote combiner)

|  | Ov. Accuracy | V. Recall | V. Precision |
| :---: | :---: | :---: | :---: |
| BN combiner | $69.1 \%$ | $83.2 \%$ | $84.8 \%$ |
| Maj. Vote combiner | $67.2 \%$ | $84.1 \%$ | $81.1 \%$ |

### 6.3.3 Examples of using the proposed scheme for audio stream segmentation and classification

One of the main advantages of the proposed method is that it produces a probabilistic measure (see equation 6.8) for each one of the audio classes, based on the decision of individual classifiers. This probabilistic measure can be used in a segmentation-classification scheme for audio streams from movies. In this section, some examples of this probabilistic measures for audio streams from movies are presented. Towards this end, the proposed multi-class
classification method has been applied on overlapping mid-term windows of the stream, in a similar way to the music tracking method presented in Chapter 4. In particular, mid-term windows of 2 seconds have been used, while the overlap was equal to $50 \%$.

In Figure 6.3 an example of the above process is shown for an audio stream that consists of three parts: music, speech and gunshots. Furthermore, the particular stream was selected so as the transitions between the three content classes is not abrupt (i.e., the speech part "fades in" when the music part "fades out", etc). The BN outputs for the three particular classes show that they can be used for segmentation-classification of this audio stream. Furthermore, it is obvious that the probabilistic measures follow the transition between the different classes.



Figure 6.3. Examples of applying the multi-classification algorithm on a mid-term basis for an audio stream that contains music, speech and gunshots. Each line corresponds to the BN output of the respective binary classification subproblem.

### 6.4 Conclusions and future work

In this chapter, we proposed a multi-class audio classification system for movies, with respect to violent content. In total, seven audio classes were adopted (three of them violent). Exhaustive examination resulted in a number of audio features stemming from the nature of the signals in the specific classification problem. The classification scheme was generally based on the One Versus All architecture. Each class was modelled using a Bayesian Network which was used as an estimator of the respective class probability, given the input sample. To extract the above probability, each BN was used as a combination scheme for classifying a set of three audio feature vectors into the classes of each binary sub-problem of the OVA architecture.

The proposed scheme was tested using more than 3 hours of audio recordings from more than 30 movies, covering a wide range of genres. The overall performance of the multiclass classification system was found to be equal to $69.1 \%$. This is a high classification performance, taking into account the number of classes and the fact that some classes are quite similar (i.e. the classes "Shots" and "Fights"). Finally, the proposed system could also be used as a binary classifier for the "Violent" - "Non Violent" problem. In this case of binary classification, almost $15 \%$ of the violent data was incorrectly classified (false negative rate), while less than $17 \%$ of the non-violent data were classified as violent (false alarm rate). The overall binary classification error is therefore almost $16 \%$.

To sum up, the proposed method can be used both as a multi-class audio classification system, but also as a binary classifier, resulting (as expected) in different performance rates. For example, one could use the system for blocking violent content in movies with a high performance rate (binary problem), while more detailed semantic information could be obtained from the seven-class classification results, with an error rate of almost $30 \%$.

In the future, new features could be examined and used, in order to achieve boosted performance of the classification task. On the other hand, more classes could be added in the classification problem, in order to have a more detailed description of the audio data. Also, in the proposed combination scheme, more input nodes could be added and separate types of individual classifiers could be used (i.e., support vector machines). This could boost the overall classification performance. Furthermore, an audio segmentation algorithm could
be implemented and combined with the audio classification scheme. Such a segmentation scheme could make direct use of the BN output probabilities for segmenting an audio stream to homogenous segments.

Finally, the audio classification system could be combined with synchronized visual cues for increased classification performance. Towards this end, the BNs could be expanded by adding visual-based individual decisions, and they could provide a type of "dynamic weighting" between the two media (audio and visual). The combination of decisions based on different media would be achieved through the usage or training data or through empirical knowledge. For example, a BN node that combines the audio-based and the visual-based individual decisions for the "gunshots vs non-gunshots" binary subproblem could use a CPT that "trusts" more the audio-based decision. This means, that the corresponding CPT could be trained using the empirical knowledge that gunshots are usually detected through the audio information, while the visual detection could only function as complementary.

## Chapter 7

## Speech Emotion Recognition

Besides extracting information regarding events, structures (e.g., scenes, shots) or genres, a substantial research effort of several multimedia characterization methods has focused on recognizing the affective content of multimedia material, i.e., the emotions that underlie the audio-visual information ([28], [24], [29]). Automatic recognition of emotions in multimedia content can be very important for various multimedia applications. For example, recognizing affective content of music signals ([25], [26]) can be used in a system, where the users will be able to retrieve musical data with regard to affective content. In a similar way, affective content recognition in video data could be used for retrieving videos that contain specific emotions. In this chapter, emphasis is given on affective content that can be retrieved from the speech information of movies. This approach can also help in detecting oral violence in movies, based on the emotional recognition results. This is very important, since oral violence is quite often present in films and it may sometimes be more harmful for children than physical violence. Note that emotion recognition in movies is a difficult task, since both audio and visual channels are more complicated in movies than in similar studio-acted databases. In [87], a method has been proposed, for detecting fear-type emotions in movies, while the binary classification performance (fear vs normal) reached $70 \%$. In this thesis, attention has been paid to all types of emotions, since violent situations may be related to other emotion categories, apart from fear.

In this chapter, a complete framework for emotion recognition of movies is presented, exploiting information that resides in the speech data. First, a fast and accurate speech tracking technique is proposed based on bayesian combination of individual thresholding
decisions, using four speech-specific audio features. The detected speech segments are then fed to the emotion recognition stage. The latter is based on a two-dimensional representation of the emotions in speech (Emotion Wheel). The goal is twofold. First, to investigate whether the Emotion Wheel offers a good representation for emotions associated with speech signals. Second, three regression approaches have been adopted, in order to predict the location of an unknown speech segment in the Emotion Wheel. Each speech segment is represented by a vector of ten audio features. The results indicate that the Emotion Wheel is a good representation of emotions of speech segments and that the resulting architecture can estimate emotion states of speech segments from movies, with sufficient accuracy. Finally, a possible scheme to extract affective content from uninterrupted audio streams from movies is investigated.

### 7.1 Previous Works

The most common approach to affective audio content recognition, so far, is to apply wellknown classifiers (Hidden Markov Models, etc.) for classifying signals into an a-priori known number of distinct categories of emotions, e.g., fear, happiness, anger ([28], [23]). One drawback of such techniques is that, in many cases, the emotions of multimedia content cannot easily be classified in specific distinct categories. For example, a speech segment from a horror movie may contain both fear and disgust feelings. In addition, the level of categorical taxonomy of emotion is subjective, i.e., the number of classes is an ambiguous subject. For example, the state of happiness can be further divided into pleasure and excitement.

An alternative way to emotion analysis is the dimensional approach, according to which, emotions can be represented using specific dimensions that stem from psychophysiology ([27], [26], [88], [89]). In [27], Valence-Arousal representation is used for affective video characterization. Towards this end, visual cues, such as motion activity, and simple audio features, e.g., signal energy are used for modelling the emotion dimensions.

### 7.2 Proposed Method - General

In this chapter, the problem of speech emotion recognition is treated as a regression task: 10 audio features are mapped to the Valence and Arousal dimensions using several regression methods. The contribution of this work is focused on the following:

1. A computationally efficient algorithm for tracking speech in audio streams from movies is presented. The proposed algorithm achieves a precision rate of $95 \%$.
2. In order to find the emotional state of the detected speech segments from movies, we propose a 2-D representation (Arousal-Valence). To investigate whether the ArousalValence representation (Emotion Wheel) is appropriate for speech signals, several humans have manually annotated speech segments using this representation. If the Emotion Wheel is a good representation, then the differences in annotation by separate humans should be relatively small and the respective perceptions should be, on average, in good agreement.
3. An extensive experimentation has led to the final selection of certain audio features and then the regression problem of mapping the feature space to the emotional plane is defined.
4. Three regression schemes are evaluated using the annotated data, and the performance errors are compared to the error of the human annotation.
5. An overall scheme for emotion recognition of large audio streams is proposed, that combines: a) the novel speech tracking algorithm, b) a segmentation algorithm that detects homogenous speech segments and c) the proposed method for emotion recognition of these speech segments.

The chapter is organized as follows: in Section 7.3, the speech tracking algorithm is described. In Section 7.4, we present the proposed dimensional representation of emotions of speech segments, along with the regression methods that map 10 audio features to the emotional space. The overall scheme that extracts speech emotional states from audio streams is presented in Section 7.5. The experimental results of the proposed algorithms is described in Section 7.6 and finally the conclusions are drawn in Section 7.7.

### 7.3 Speech Tracking

The first step of the overall movie emotion classification framework is the tracking of speech. Obviously, this stage has to achieve high levels of precision, since non-speech audio data that is detected as speech can lead to ambiguous and misleading decisions of the speech emotion recognition stage. The speech tracking algorithm, which is described in the sequel, is based on four audio features oriented to the speech versus non-speech binary classification task and it uses a probabilistic approach of combining four individual decisions.

### 7.3.1 Speech Features

The features used in the speech tracking stage stem from the nature of the speech signals. For the feature extraction step, the audio samples are divided into non-overlapping short-term windows of 20 msecs. For each frame, an audio feature is computed, leading to a feature sequence. Then, for each audio feature sequence a specific statistic is extracted (e.g., the standard deviation of the sequence). The following features and respective statistics have been used:

1. The maximum value of the 2 nd MFCC.
2. The standard deviation by mean ratio $\left(\frac{\sigma^{2}}{\mu}\right)$, of the zero crossing rate.
3. The standard deviation by mean ratio $\left(\frac{\sigma^{2}}{\mu}\right)$, of the spectral centroid.
4. A feature based on the variation of the coefficients of the chroma vector. This is the 2nd chroma related feature described in [65] by the authors, where it has been used for tracking music in audio streams. This feature is a measure of the degree of variation of each chroma element over successive short-term frames. In speech segments, the degree of variation of each chroma element is high over successive frames (and low for music).

Although other features may be used, we have found that the previous features are sufficiently informative and can be used individually, leading to simple and computationally efficient rules. This is of paramount importance when dealing with the large amounts of data associated with movies.

### 7.3.2 Individual Thresholding Decisions

The base of the speech tracking algorithm consists of four individual binary classifiers. In particular, one threshold is computed for each audio feature for the speech vs non-speech classification task. Towards this end, 1500 speech segments and 1500 non-speech segments, recorded from several movies, have been used. The non-speech class was carefully selected and is composed by several types of sounds recorded from movies: music, environmental sounds, gunshots, cars, etc.

Each threshold is computed using a criterion that is based on the speech precision rate and not on the overall performance. For the specific binary classification task, speech precision is the proportion of data classified as speech, that is indeed speech, while speech recall is the proportion of speech data that was finally classified as speech. As mentioned before, precision is adopted as it is more critical for the specific classification problem. Therefore, the threshold values are estimated so that to maximize the precision rate (on the training data) and subject to the limitation that the recall rate must be at least $40 \%$. This process is described in Figure 7.1 for the threshold of the 2nd feature: in the first diagram, the histograms of the two classes (speech and non-speech) are presented, while in the 2nd part of the figure we plot the speech precision and recall rates for different threshold values. The vertical solid line represents the selected threshold value, which maximizes the speech precision rate and satisfies the limitation that the recall rate is maintained over $40 \%$. The particular threshold value $(T=0.588)$ leads to a recall rate of $44.5 \%$ and a precision rate of 90.5\%.

### 7.3.3 Combining Thresholding Decisions

The thresholding process described in Section 7.3.2 leads to four binary decisions for the speech vs non-speech classification problem. In particular, let:


Figure 7.1. Threshold estimation for the 2nd feature: The selected threshold leads to maximum speech precision for a low bound of speech recall (at least $40 \%$ ).

$$
r_{i, j}= \begin{cases}1, & \text { if the } i \text {-th sample is classified as }  \tag{7.1}\\ & \text { speech, given the } j \text {-th threshold, } \\ & \mathrm{j}=1, \ldots, 4 \\ 0, & \text { if the } i \text {-th sample was classified as } \\ & \text { non-speech given the } j \text {-th threshold, } \\ & \mathrm{j}=1, \ldots, 4\end{cases}
$$

Furthermore, let $\omega_{1}$ be the speech class and $\omega_{2}$ be the non-speech class. The final (combined) decision is taken based on the probability that the true class label (let $c$ ) is speech, given the individual decisions $r_{i, j}$. This probability is computed according to the Bayes rule:

$$
\begin{equation*}
P\left(c=\omega_{1} \mid r\right)=\frac{P\left(r \mid c=\omega_{1}\right) \cdot P\left(c=\omega_{1}\right)}{P(r)} \tag{7.2}
\end{equation*}
$$

In order to compute the probabilities of the right hand side in the above equation we
evaluate all individual classifiers using the training dataset. In this way, $P\left(r \mid c=\omega_{1}\right)$ is obtained from the histogram of the individual decisions $r$ for the speech class, $P(r)$ is estimated by counting the number of times the combination of the individual binary decisions $r$ appears (for both classes), and $P\left(c=\omega_{1}\right)$ is $1 / 2$.

### 7.3.4 Speech Tracking of Audio Streams

The segment-level classification schema described in Sections 7.3.2 and 7.3.3 is used for tracking speech in large audio streams. Towards this end, the following steps are in order executed:

1. The feature sequences (not the associated statistics) described in Section 7.3.1 are computed for the whole audio stream. The four feature values are computed for all non-overlapping short-term windows of 20 msecs . This leads to four feature sequences for the whole audio stream.
2. Then the speech tracking operation is takes place every 0.1 seconds. Towards this end, a set of equally spaced points $t_{k}$ is defined on the audio stream. The distance between two successive points is 0.1 : $\left|t_{k}-t_{k-1}\right|=0.1$. For each point, $t_{k}$, a 2 -sec mid-term segment is defined, using $t_{k}$ as a center; in other words, the segment's limits are $t_{k}-1$ and $t_{k}+1$. For each such segment, the statistics of the respective feature sequences, described in Section 7.3.1, are calculated. Then, the probability that the segment is speech is computed, according to the process described in Sections 7.3.2 and 7.3.3. This step leads to $a$ sequence of probability values $P_{k}$ (one value for each 0.1 sec point). This process of the P sequence generation (i.e. steps 1 and 2) is displayed in Figure 7.2.
3. $\mathbf{P}$ is smoothed using a 1 -second averaging window.
4. A probabilistic threshold $T_{P}$ is used for the final decision: the points for which $\mathbf{P}$ is larger than $T_{P}$ are classified as speech. Then successive points are merged to form the final speech segments.
5. Finally, detected speech segments that are shorter than 0.5 second are rejected.


Figure 7.2. Calculation of the speech probability sequence $(P)$ for an audio stream.

In figure 7.3 an example of the above process is presented for a short audio stream. In this specific example, the probability threshold is set equal to 0.5. In Section 7.6.1 detailed experimental results of the performance of the proposed algorithm are presented. Finally, the selected probability threshold value of the speech tracking algorithm is 0.7 . As it is reported in the section discussing the experiments, the precision rate of this speech tracking algorithm reached $95 \%$ for this threshold value.

It must be emphasized that the proposed speech tracking algorithm detects speech regions in the audio streams, which are not necessarily homogenous, e.g., may contain different speakers in succession, the same speaker at different emotion states, etc. Furthermore, the emotion recognition algorithm, described in the sequel, functions on mid-term speech segments of homogenous content. It is obvious that an algorithm for segmenting the detected speech regions into homogenous speech segments needs to be applied directly after the speech


Figure 7.3. A speech tracking example: the first four sub-plots present the individual binary decisions for the respective features. The last sub-plot presents the computed speech probability. The horizontal solid line represents the probabilistic threshold $T_{P}$
tracking algorithm. Details on how these parts are finally embedded are given in Section 7.5.

### 7.4 Emotion Recognition of Speech Segments

### 7.4.1 2-D Emotional Representation

Dimensional emotion representation ([27], [29]) is based on some psychological understandings. In particular, the emotion plane is viewed as a continuous 2-D space, where each point corresponds to a separate emotion state. The two dimensions of this plane are valence (V) and arousal (A). Valence varies from -1 (unpleasant) to 1 (pleasant) and therefore it can be
characterized as the level of pleasure. Arousal, on the other hand, represents the intensity of the affective state and it ranges from -1 (passive, calm) to 1 (active). Each emotional state can be understood as a linear combination of these two dimensions. Anger, for example, can be conceptualized as an unpleasant emotional state (negative $V$-values) with high intensity (positive A-values). In Figure 7.4 a scheme of the 2-D emotional representation is presented (usually called "Emotion Wheel" - EW), along with some basic emotional states and their (approximate) positions in the plane.


Figure 7.4. 2-Dimensional Affective Representation

### 7.4.2 Emotional Data Collection

In order to evaluate the representation discussed in the previous Section (7.4.1) and, also, to train and test the proposed emotional recognition method, we have manually selected 2000 speech audio samples (i.e., midterm segments) from more than 30 films. The films were selected to cover a wide range of genres (e.g. horror, comedy, etc). The average duration of the segments is 2.5 seconds. The manual annotation of speech emotion was accomplished by 50 humans. In particular, each human randomly listened to a number of speech segments. For each speech segment he/she selected a point in the emotion plane, according to the estimated emotion. It has to be emphasized that, each time, the users were prompted with
a random audio sample and the same sample could appear in a later annotation. In this way, we evaluated the level of disagreement among annotations, of the same segment, by the same user. The manually annotated data was therefore used for three purposes, namely:

1. Train (and test) the proposed automatic emotion recognition methods. Towards this end, for each audio sample $i$, if the number of annotations $N_{i}$ was larger than 4 (i.e., at least 5 humans have annotated this sample), the average annotated coordinates were used as the final coordinates (ground truth). In other words, for each sample $i$, with user-annotated coordinates: $x s_{i j}, i=1, \ldots, N_{i}$ and $y s_{i j}, i=1, \ldots, N_{i}$, the ground-truth emotion coordinates were $x_{i}=\frac{\sum_{j=1}^{N_{i}} x s_{i j}}{N_{i}}$ and $y_{i}=\frac{\sum_{j=1}^{N_{i}} y_{i j}}{N_{i}}$.
2. Evaluate the level of disagreement among the different users. Suppose that $A_{j}$ (length $L_{j}$ ) is an array that contains the indices of the audio segments that have been annotated at least once by user $j$, and also have been annotated by at least 5 users in total. We have decided to use the average normalized Euclidian distance of the decisions of this user from the respective average decisions, as a measure of disagreement:

$$
\begin{equation*}
D_{j}=\frac{1}{L_{j}} \cdot \sum_{i \in A_{j}} \frac{\sqrt{\left(x s_{i j}-x_{i}\right)^{2}+\left(y s_{i j}-y_{i}\right)^{2}}}{\sqrt{x_{i}^{2}+y_{i}^{2}}} \tag{7.3}
\end{equation*}
$$

3. Evaluate the level of disagreement for the annotation decisions of the same user. Towards this end, we detect the audio segments, which have been annotated at least twice by user $j$. For each one of those audio segments, we calculate the average user decision (i.e., average emotion coordinates) and then the average normalized distance of all decisions from that average value. Finally, $D S_{j}$ is computed by averaging normalized distances for all audio segments. Therefore, $D S_{j}$ is a measure of (normalized) deviation of the $j$-th user's own annotation decisions. We will refer to this as "self-error".

### 7.4.3 Audio Features

For each audio segment, 10 features and respective statistics are extracted. In particular, a short-term processing is applied: each audio segment is broken into non-overlapping shortterm windows (frames) and for each frame a feature value is calculated. Then, for the extracted feature sequence, a statistic is computed (e.g., standard deviation). This statistic
is the final feature value that characterizes the whole segment. The following features / statistics have been used ([52], [65]):

1. The average value of the 3 rd MFCC.
2. The maximum value of the 2 nd MFCC.
3. For each 20 mseconds frame, the FFT is computed and the position of the maximum FFT value is kept. Then, the maximum value of that sequence is the final feature for the audio segment.
4. This feature is also based on the position of the maximum FFT bins, though, this time the adopted statistic is the standard deviation of the sequence.
5. The Zero Crossing Rate is first calculated on a short-term basis ( 20 mseconds). The adopted statistic is the standard deviation to average ratio $\left(\frac{\sigma^{2}}{\mu}\right)$.
6. The median value of the Zero Crossing Rate sequence.
7. The $\frac{\sigma^{2}}{\mu}$ ratio of the Spectral Centroid sequence.
8. The $\frac{\max }{\mu}$ ratio of the pitch sequence. The pitch was calculated using the autocorrelation method.
9. The $\frac{\sigma^{2}}{\mu}$ ratio of the pitch sequence.
10. The 2 nd chroma-based feature, described in [65], which is a measure of variation of chroma elements over successive short-term frames.

The features and statistics have been selected after extensive experimentation for the specific recognition task. Note that the adopted set of features and statistics is not the same as in the speech tracking method, since the goal of this audio analysis task is totally different. Furthermore, most of the features have a physical meaning for the specific problem. For example, the $\frac{\max }{\mu}$ ratio of the pitch sequence ( 8 -th feature) shares high values for audio segments generally characterized as "anger", "excitement" and "alarmed", since speech under such emotional states exhibits large pitch variations. In Figure 7.5, we give four examples of feature distribution in the 2-D emotional plane. For example, it can be observed that, indeed, the 8-th feature is higher (brighter areas) for the high-arousal areas (case (d)).


Figure 7.5. Examples of features distribution in the 2-D emotion space. Brighter values represent higher feature values.

### 7.4.4 Regression

As explained in Section 7.4.3, for each audio sample a $10-\mathrm{D}$ feature vector is computed. Furthermore, each speech segment, $i$, is represented using two continuous values $\left(x_{i}, y_{i}\right)$, which express the respective position in the EW. Therefore, we need to train two regression models that map the 10 features (for each speech segment) to the corresponding emotion dimensions, i.e. two functions $f_{1}, f_{2}: \mathbb{R}^{10} \rightarrow \mathbb{R}$. For a set of speech segments with known emotional coordinates, the training data is described by sets: $X=\left\{x_{i}\right\}$ and $Y=\left\{y_{i}\right\}$ and the respective feature vectors $\mathbf{F}=\left\{\overline{F_{i}}\right\}, i=1 \ldots K$, where $K$ is the total number of training samples (i.e., the number of samples that have been annotated by at least 5 humans). Given those training sets and an audio segment described by a $10-\mathrm{D}$ feature vector $F_{\text {test }}$, we need to estimate the emotion wheel coordinates of that audio segment: $x^{\prime}$ and $y^{\prime}$. We have used the following regression methods:

### 7.4.4.1 k-Nearest Neighbor

We have chosen the kNN rule in its regression mode ([90]), since it is a simple and efficient way to estimate the values of an unknown function, given a number of training points. Towards this end, we form the subsets $N_{1} \subset X$ and $N_{2} \subset Y$, composed by those elements whose respective feature vectors ( $\mathrm{of} \mathbf{F}$ ) are the k-nearest to $F_{\text {test }}$. The kNN estimation is then applied for both dimensions, according to the following equations:

$$
\begin{align*}
& x^{\prime}=\hat{f}_{1}\left(\bar{F}_{\text {test }}\right)=\frac{1}{k} \sum_{x \in N_{1}} x  \tag{7.4}\\
& y^{\prime}=\hat{f}_{2}\left(\bar{F}_{\text {test }}\right)=\frac{1}{k} \sum_{y \in N_{2}} y \tag{7.5}
\end{align*}
$$

### 7.4.4.2 Support Vector Machine Regression

In the recent years, Support Vector machines (SVMs) have been widely used for classification tasks, and also have been extended to regression and probability density function estimation problems ([52], [91], [92], [93]). In this work, two SVM regression models have been adopted, one for each emotion coordinate. We have selected to use linear epsilon insensitive cost, while the gaussian kernel's bandwidth was set equal to 10 and the bound on the lagrangian multipliers equal to 3 ([94], [52]). These parameters were set after extensive experimentation.

### 7.4.4.3 Continuous Bayesian Network Classifier

Apart from classification applications, Bayesian Networks (BNs) have been used for solving regression problems ([95], [96]). In this work, the BN architecture shown in figure 7.6 has been adopted. The response nodes $(X$ and $Y)$ model the emotion coordinates, while the 10 feature values are modelled as explanatory variables. All nodes are continuous and a Gaussian distribution has been adopted. Given a set of feature observations $\left\{f_{1}, f_{2}, \ldots, f_{10}\right\}$, $X$ and $Y$ are predicted, by computing the average values of the probabilistic conditional densities $p\left(X \mid f_{1}, f_{2}, \ldots, f_{10}\right)$ and $p\left(Y \mid f_{1}, f_{2}, \ldots, f_{10}\right)$. It has to be noted that the specific architecture contains no assumption of independence between the feature nodes (this would be the case if, e.g., a Naive Bayesian scheme was adopted).


Figure 7.6. Continuous Bayesian Network for Regression

### 7.4.5 Regression performance measures

In order to evaluate the performance of the regression algorithms for a set of (test) samples, we compute the following error measure, which is the average distance between the real and estimated coordinates, normalized by the distance of the real coordinates from the $(0,0)$ point of the EW:

$$
\begin{equation*}
E=\frac{1}{K} \cdot \sum_{i} \frac{\sqrt{\left(x_{i}-x_{i}^{\prime}\right)^{2}+\left(y_{i}-y_{i}^{\prime}\right)^{2}}}{\sqrt{x_{i}^{\prime 2}+y_{i}^{\prime 2}}} \tag{7.6}
\end{equation*}
$$

In addition, in order to evaluate the respective regression performance for each one of the two dimensions (i.e. Valence - Arousal), the $R^{2}$ statistic ([97]) was used:

$$
\begin{align*}
& R_{X}^{2}=1-\frac{\sum_{i}\left(x_{i}-x_{i}^{\prime}\right)^{2}}{\sum_{i}\left(x_{i}-\bar{x}\right)^{2}}  \tag{7.7}\\
& R_{Y}^{2}=1-\frac{\sum_{i}\left(y_{i}-y_{i}^{\prime}\right)^{2}}{\sum_{i}\left(y_{i}-\bar{y}\right)^{2}} \tag{7.8}
\end{align*}
$$

We have selected to use the error measure defined in Equation 7.6, because of its physical meaning in the 2-D emotion plane: in particular, $E$ expresses the 2-D error as a proportion of the average distance of all true points from the center of the emotion wheel. If, for example, $E=1$, this means that the 2-D regression error is (on average) equal to the distance of the true points of the emotion wheel. On the other hand, the $R^{2}$ statistic is widely used in the bibliography in regression problems.

### 7.5 Emotion Recognition of Audio Streams From Movies

The proposed speech tracking scheme (described in Section 7.3), along with any one of the three emotion recognition schemes (described in Section 7.4) can be embedded in an overall method for analyzing the affective content of uninterrupted audio streams. The proposed overall scheme for affective recognition of audio streams is presented in Figure 7.7 and it can be divided in the following steps:

1. Speech Tracking: The algorithm described in 7.3 is used to detect all speech areas of the audio stream.
2. Segmentation: For each speech area, a segmentation algorithm is applied, in order to detect homogenous speech segments. In particular, the algorithm proposed in [36] has been used for detecting signal changes between successive segments.
3. Emotion Recognition: The method described in Section 7.4 is applied to each one of the detected speech segments. At the end of this step, a pair of emotion wheel coordinates is extracted for each speech segment.

These are the basic steps of the emotion recognition method for audio streams. The emotion coordinates of all speech segments can then be grouped to a predefined number of clusters, according to a clustering algorithm, e.g., the k-means ([52]). The resulted clustered coordinates of the emotion wheel are an overall representation of the affective content of the audio stream. Therefore, they can be used for discriminating films based on their speechemotional content.

### 7.6 Experiments

### 7.6.1 Speech Tracking

In order to evaluate the performance of the speech tracking algorithm, a dataset that contains uninterrupted audio streams has been used. Those audio streams have been recorded from several movies but also radio stations. Furthermore, the speech segments of those streams have been manually annotated in order to being used as ground truth. The total duration of this dataset is 2 hours.


Figure 7.7. Overall Scheme

The algorithm has been evaluated on the above audio streams for different values of the probability threshold $\left(T_{P}\right)$. In Figure 7.8 the results of these experimental procedure are presented. As expected, the speech classification precision rate grows with the threshold value, while the recall rate is reduced with the threshold value. The $F 1$ measure reaches $89 \%$ for a threshold value around 0.55 . However, as explained in Section 7.3, it is more important for the speech tracking stage to achieve high precision rates. Therefore, in the final emotion recognition system, the threshold of the speech tracking stage has been chosen to be 0.7 . For this value, the speech precision rate reaches $95 \%$, while the recall rate is $75 \%$.

### 7.6.2 Emotion Representation Evaluation

As discussed in Section 7.4.1, $D_{j}$ and $D S_{j}$ correspond to the $j$-th user's normalized distance from the average decisions and normalized distance from the same user's mean decision. These two quantities are used to evaluate the 2D emotion representation itself. In particular, the average error of the users' annotation decisions has been found to be equal to 0.75 . In other words, it is (on average) equal to $75 \%$ of the sample's mean true distance from the center of the EW. This means that the users' annotations are in good agreement. This finding is indicative that the EW offers a good affective representation for speech segments.

Finally, the self-user error $D S$ was found equal to 0.56 . In other words, the user's "self-


Figure 7.8. Speech Tracking performance for different probability thresholds. Maximum F1 measure ( $89 \%$ ) appears for threshold values around 0.55 , but in this work the selected threshold is 0.7 , for which the speech precision rate reaches $95 \%$.
error" is, on average, almost half of the distance of the mean user's decision from the center of the EW. This means that the agreement between different annotations of the same user, for the same sample, was high.

### 7.6.3 Speech Segment Emotion Recognition Evaluation

For testing and training the proposed emotion recognition method on speech segments, the $K$ audio samples (i.e., the number of speech segments annotated by at least 5 humans) have been used. After the completion of the annotation procedure, $K$ was equal to 400 . For training all three regression schemes, $60 \%$ of the samples were used, while the remaining samples were used for testing purposes. For the final experiments, cross-validation has been used. In particular, 1000 repetitions of random sub-sampling validation have been executed. For comparison purposes, and in order to have a worst case scenario, we have computed the same performance measures for the random estimator of emotion coordinates, i.e., by selecting randomly $(x, y)$ in the EW.

The emotion recognition results are shown in Table 7.1. It can be seen that the SVM and BN methods perform similarly, while the kNN approach has a slightly lower performance. Furthermore, in all cases, the $R^{2}$ measure for Valence is lower than for Arousal. This
means that estimating the "pleasantness" of an emotion is a harder task, than estimating its intensity. Finally, in all cases, the error is comparable to the human annotation error, which indicates that the regression methods lead to a high performance for the given data.

|  | $E$ | $R_{X}^{2}$ | $R_{Y}^{2}$ |
| :--- | :---: | :---: | :---: |
| User | 0.75 | - | - |
| kNN | 0.92 | 0.21 | 0.34 |
| SVM | 0.87 | 0.23 | 0.36 |
| BN | 0.88 | 0.23 | 0.35 |
| Random | 2.3 | -3 | -2.2 |

Table 7.1. User performances and emotion recognition results for speech segments

### 7.6.4 Examples of Emotion recognition of uninterrupted audio streams: The emotional signature

The algorithm described in Section 7.5, extracts the (clustered) points in the emotion wheel for large audio streams. These points can provide with a sufficient description the affective content of the respective audio streams. We will therefore refer to the clustered points as the "emotional signature" of the corresponding audio stream. In this Section, we have applied the overall algorithm to audio streams recorded from five types of videos: news, commercials, films that contain oral violence, documentaries and sportcasting videos. In particular, three audio streams from each genre have been used. In Figures 7.9, 7.10, 7.11, 7.12 and 7.13 the results of the overall method is presented for all five genres, along with the respective comments.

In addition to the taxonomical conclusions described in the figures, we propose some possible applications that may use the above emotion signatures:

1. Violence detection in multimedia content. Several methods have been proposed in the past for detecting violence in movies and videos, in order to protect sensitive population groups, such as children ([50], [44], [56]). Speech emotional information could also be used to complement visual information (e.g. people fighting) and audio events (e.g. gunshots, explosions, etc.), in order to detect oral violence. For example,


Figure 7.9. Emotion signatures for the audio streams from news: In most cases the Valence is neutral, while the Arousal can be both positive and negative (obviously that depends on the speaker).


Figure 7.10. Emotion signatures for the audio streams from commercials: In general two kinds of areas are dominant: the first lies in the upper positive semicircle of the emotion wheel (large Arousal) and has positive or neutral Valence values (i.e. excitement and happiness), while the second has negative Arousal values and positive Valence values (this indicates a feeling of calmness). Both the excitement-happiness and the calmness feelings are quite often present in most commercials.
audio streams that contain large proportions of areas with Valence values smaller than -0.5 may possibly be characterized as unsuitable for children.
2. Audio-based search and retrieval. The proposed emotion recognition method could also be used in a system that retrieves multimedia content using the emotional signature as a searching criterion.
3. Automatic characterization of sport broadcasts. The emotion signatures could be used for retrieving sport events with particular affective labels. Furthermore, if the emotion recognition is applied on a midterm basis, one could extract specific parts of a sports events (e.g. a goal in a football game), according to the sportcaster's emotional state.


Figure 7.11. Emotion signatures for the audio streams from violent films: In this case almost all clusters have negative Valence. Arousal, on the other hand is both negative and positive, which indicates anger (or fear) and sadness in general.


Figure 7.12. Emotion signatures for the audio streams from documentaries: This category shares similar emotional signatures with the news category, which is expected.

Of course, more research is required towards this direction.

### 7.7 Conclusions

A system for recognizing emotional content in speech from movies has been proposed. First, a computationally efficient speech tracking algorithm has been presented, that reaches a precision performance of $95 \%$. Then, we propose using a general audio segmentation scheme for detecting homogenous speech segments. The major contribution of this chapter is the novel dimensional approach for emotion recognition of speech segments. We have described this task as a regression problem of mapping ten feature values to the two-dimensional emotion plane (Emotion Wheel). Three regression methods have been implemented and evaluated for this purpose. Besides testing the emotion recognition methods, we have also focused on evaluating the emotional representation itself. The Emotion Wheel has been found to be a good representation of the affective content of speech segments, since the corresponding manual


Figure 7.13. Emotion signatures for the audio streams from sportcasting videos: In this case, all clusters have positive Valence values, which is something expected for speech signals from sportcasting videos. Also, both positive and slightly negative (close to zero) Arousal values are present, which indicates emotional states like: excited, alarmed, happy and slightly angry.
annotations performed by several humans were in good agreement. Moreover, experiments have shown that the regression performance of all three methods was high, since the error was comparable to the average error of the manual (human) annotations. This means that the proposed audio features can be successfully mapped to the emotion plane. Finally, we have demonstrated how to extract emotional information from uninterrupted audio streams from movies.

## Chapter 8

## Conclusions and Future Directions

### 8.1 Conclusions

This thesis investigated methods for content-based characterization of multimedia data based on the audio information. At first, a novel speech-music discrimination algorithm, based on dynamic programming and Bayesian Networks, has been proposed and evaluated on radio broadcasts. The novelty of the method is located on the fact that the problem is treated as a task of maximizing a product of posterior probabilities, which is solved by means of dynamic programming.

The remaining chapters proposed algorithms for audio-based characterization of video data. First, the problem of locating the parts of audio streams from movies that contain music is treated as a mid-term classification task. This method can be used for extracting music-related information from movies, but also as a preprocessing stage in an overall movie characterization system.

In the sequel, the problem of detecting audio segments of homogenous content has been investigated. The problem of locating changes in the content of an audio stream has been treated as a soft-output binary classification task. The algorithm is not computationally demanding, since experiments have indicated that the execution time is almost $1 \%$ of the input audio data length. Moreover, the method introduces a general framework to audio segmentation, which does not depend explicitly on the number of audio classes. The proposed algorithm has been evaluated on real audio streams from movies, and the experiments showed an overall performance of $85 \%$.

## Conclusions and Future Directions

In the context of sequential segmentation-classification, the next part of this thesis focused on recognizing the content of a homogenous audio segment from movie. Towards this end, a profound investigation has led to the definition of seven audio classes. It has to be noted that focus has been given in defining classes of violent content. In order to solve the multi-class classification problem, the "One Vs All" multiclass classification method has been used, in combination with Bayesian Networks. The method has been evaluated on audio segments from more than 30 movies, and experiments indicated that the overall performance reached almost $70 \%$ for the seven-class classification task. Furthermore, the proposed system can also be used as a binary classifier for the "Violent" - "Non Violent" problem. In this case almost $15 \%$ of the violent data was incorrectly classified, while less than $17 \%$ of the non-violent data were classified as violent. The overall binary classification error was therefore almost $16 \%$. Finally, an important advantage of the proposed method is that it produces a probabilistic measure for each one of the audio classes, which can be used in a segmentation-classification scheme for audio streams from movies.

Besides recognizing distinct audio classes, this thesis has also focused on recognizing emotions that underlie the speech information. A complete framework for speech emotion recognition of movies has been presented. Experiments have shown that the Emotion Wheel offers a good representation for speech emotions from movies. Furthermore, three regression models have been evaluated for the emotion recognition task. Finally, a possible scheme for extracting affective content from uninterrupted audio streams from movies is investigated.

With the exception of the speech-music discrimination algorithm, all other parts of this thesis can be used for characterizing the content of a movie, based on the audio information. The examined algorithms can be combined, as shown in Figure 8.1. At a first stage the music tracking algorithm proposed in Chapter 4 and the speech tracking algorithm (which is part of the emotion recognition system proposed in Chapter 7 are used, in order to detect music and speech areas of the audio stream, with high precision rate. Then, for the detected speech areas, the rest of the system described in Chapter 7 is used, in order to recognize the speech emotional states. All audio areas that have been left unclassified by the musicspeech tracking stages are then fed as input to the general audio segmentation algorithm (described in Chapter 5). In this way, segments of homogenous content are detected. Each of those segments, is then classified using the multi-class classification algorithm presented
in Chapter 6.


Figure 8.1. Overall architecture of a movie characterization system, based on audio information.

### 8.2 Future Directions

As already referred in Chapter 6, a challenging and promising research issue, is the development of a joint segmentation - classification method for the multi-class problem. Towards this end, the Bayesian probability provided by the proposed multiclass-classification algorithm may be used by a maximization algorithm in a similar way as in the binary case of speech-music discrimination (described in Chapter 3).

Furthermore, the Bayesian Network classifier could be expanded with more nodes. Those nodes could represent other types of individual classifiers (e.g. Support Vector Machines). Apart from implementing other types of individual classifiers, some individual decisions based on other types of media (e.g. image, text) can be added. For example, let the 6 -th BN classifier described in Chapter 6, i.e., the classifier trained on the binary problem of "Fights

## Conclusions and Future Directions

Vs Non-Fights". For the particular binary subproblem, the BN could be enriched by visualbased decisions (e.g., decisions based on motion characteristics, or features that stem from human modelling techniques). A possible BN-scheme for the particular binary sub-problem is shown in Figure 8.2, where the binary decision based on the audio information (node $Y_{6}$ ) is combined with a binary decision about the existence of fights based on visual modelling (node $V$ ). Nodes $V_{1} \ldots V_{N}$ are individual decisions based on different visual characteristics. Note that, by using Bayesian Networks, some of the conditional probability tables (CPTs) can be empirically estimated (i.e., no training is required). In the particular example, if both the visual and the audio decisions have decided for the existence of "fights" then the overall probability for the fights class is 0.99 . If the visual node's state is 1 (i.e., fights have been detected using the visual cues) while the audio node's state is 0 , then the probability that the output node is 1 is equal to 0.75 . If, on the other hand, a fight has not been detected by the visual part of the BN, but only by the audio part, then the corresponding probability is significantly lower. This stems from the experience that a fight event can be more effectively detected by the visual cues, and therefore more confidence should be given if the fight is detected by the visual part of the BN.


Figure 8.2. Example of a possible BN-scheme for combination of audio and visual decisions for the binary sub-task of "fights vs non-fights". $V_{1} \ldots V_{N}$ are nodes that correspond to the individual decisions based on different visual characteristics. Node $Y_{6}$ corresponds to the binary decision for the "fights vs non-fights" subproblem using the audio information.

Another promising future issue is to enhance the performance of the overall movie charac-
terization system, by implementing music classification algorithms. Often music tracks in movies reveal particular semantic meanings, e.g., the emotional tension of a scene in a horror film. Apart from that, the musical genre itself may provide us with important information about the content of a movie.

Finally, a challenging task will be to develop methods for movie (or generally video) search, based on audio analysis. The audio class-specific probabilistic measures described in Chapter 6, the speech emotional representation presented in 7 , along with other types of audio analysis (e.g. music recognition), can be used for creating an audio-based movie indexing scheme. Such a system could let the users execute particular queries, e.g., "search for movies which are composed by at least $70 \%$ of music track, while speech does not exceed $2 \%$. In addition, clusters of similar movies in terms of acoustic labelling could be populated.

## Appendix A

## Format of audio files

All audio files used for training and evaluating the proposed methods of this thesis are stored in uncompressed WAV files. The sample resolution is 16 bits, the selected sampling frequency is 16000 Hz , while a single audio channel has been used (mono). The particular sampling frequency is common in most speech recognition applications. Though, in order to classify several audio types (which is the purpose of this particular thesis) a more detailed investigation of how the sampling frequency affects the signal quality is required.

The main reason that the above sampling rate has been selected is that different multimedia resources use different sampling rates. For example, CD quality music is sampled at 44100 Hz , while most radio broadcasts available through the WWW have a sampling frequency of 22050 or 16000 Hz . Furthermore, the different types of video files use different (or none) compression schemata for the audio information. Generally, the audio quality dramatically varies for the available video data. The adopted sampling frequency of 16000 Hz is a minimum prerequisite for the multimedia resources used in the experiments of this thesis.

So the purpose of the current Section is to investigate the SNR of the sampled audio data, for different sampling rates and for different content classes (compared to the highquality data). Though, for the reasons described before, it was not possible to obtain a sufficient number of high quality audio data for every class. In order to solve this problem, the following procedure has been followed:

2 hours of high quality (i.e., 44100 Hz ) audio data has been recorded from 5 movies. The data has been divided to 1000 mid-term segments (duration 2 to 5 seconds each). For each
of those segments, the following steps have been executed:

1. Each segment was downsampled to the following rates: $8000,16000,22050$ and 32000 Hz.
2. For each of the downsampled segments, the SNR (compared to the initial high quality signal) has been computed.
3. Each of the resampled segment is broken into non-overlapping short-term windows and the zero crossing sequence is calculated. In addition, the average value of this sequence is computed (see Paragraph 2.3.2).

The next step was to estimate the relationship between the adopted feature and the corresponding SNR. In Figure A.1, an example of the relationship between the computed feature (average ZCR) and the SNR of the corresponding segment is presented, for the sampling rate of 16000 Hz . There is an obvious relationship between the two quantities. In particular, the SNR decreases for higher values of the average ZCR. Furthermore, the above relationship has been estimated using polynomial interpolation. The same process has been applied for all other sampling frequencies, and results are displayed in Figure A.2.


Figure A.1. Relationship between SNR and mean ZCR values, for the audio segments downsampled to 16000 Hz . The solid line represents the polynomial estimation of this relationship. It is obvious that the SNR is higher for low values of the adopted audio feature.

The estimated polynomial functions that map the mean ZCR of an audio segment to its sampling frequency-related SNR have been used for estimating the SNR for the several


Figure A.2. Estimated relationship between the mean ZCR values and the corresponding SNRs, for all of the adopted (down)sampling frequencies.

Table A.1. SNRs (in dB ) for different sampling rates and for all adopted classes.

| Class | 32 KHz | 22 KHz | 16 KHz | 8 KHz |
| :---: | :---: | :---: | :---: | :---: |
| Music | 10.1 | 9.7 | 9.2 | 8.1 |
| Speech | 9.3 | 8.8 | 8.2 | 7.0 |
| Others1 | 10.9 | 10.6 | 10.3 | 9.2 |
| Others2 | 9.9 | 9.5 | 9.0 | 7.9 |
| Gunshots | 8.6 | 8.1 | 7.5 | 6.3 |
| Fights | 9.4 | 8.9 | 8.3 | 7.1 |
| Screams | 8.5 | 8.0 | 7.4 | 6.1 |
| Average | $\mathbf{9 . 5}$ | $\mathbf{9 . 1}$ | $\mathbf{8 . 6}$ | $\mathbf{7 . 4}$ |

audio classes adopted in 6. The average estimated SNRs for each class and for each sampling frequency are displayed in Table A.1.

## Appendix B

## Bayesian Networks Basics

## B. 1 Probability Theory - Basics

## B.1.1 Discrete Random Variables

Random variables represent the outcome of a random experiment and are usually represented by a capital Roman letter, such as $X$. Sample space is the set of all possible outcomes of the experiments and it is usually denoted by the Greek letter $\Omega$. If $\Omega$ is finite or countably infinite, then $X$ is called discrete random variable.

A probability distribution pr (for discrete random variables) is the probability that a unidentified random variable is equal to a particular element of $\Omega$. pr satisfies the following equations:

$$
\begin{equation*}
\operatorname{pr}(x) \geq 0, x \in \Omega \tag{B.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{x \in \Omega} p r(x)=1 \tag{B.2}
\end{equation*}
$$

In Figure B.1, an example of a probability distribution of a random variable is given, where $\Omega=\{1,2,3,4,5\}$.

Furthermore, let $E$ be a subset of $\Omega$ (also called "event"). Then the probability of $E$ is defined as:


Figure B.1. Example of a probability distribution of a discrete variable.

$$
\begin{equation*}
P(E)=\sum_{x \in E} p r(x) \tag{B.3}
\end{equation*}
$$

Obviously, the probability of a single element of $\Omega$ is: $P(\{x\})=\operatorname{pr}(x)$.
Furthermore, the joint probability of two events $A$ and $B$ is denoted as $P(A, B)$. The unconditional probability $P(A)$ is also called marginal probability ([98]). This is the probability that event $A$ occurs regardless of another event $B$. Suppose that $B$ is an event of a random variable $Y$, then the marginal probability $P(A)$ can be computed by summing all joint probabilities over all $n$ outcomes of $Y\left(y_{i}, i=1, \ldots, n\right)$ :

$$
\begin{equation*}
P(A)=\sum_{i=1}^{n} P\left(A, y_{i}\right) \tag{B.4}
\end{equation*}
$$

This procedure is usually called marginalization. If the variable $Y$ is binary (i.e., only two possible outcomes of $Y$ exist: $B$ and $B^{\prime}$ ) then:

$$
\begin{equation*}
P(A)=P(A, B)+P\left(A, B^{\prime}\right) \tag{B.5}
\end{equation*}
$$

$P(A \mid B)$ symbolizes the conditional probability of the event $A$, given the event $B$. Note that, in the general case, the conditional probability is defined using the following equation:

$$
\begin{equation*}
P(A \mid B)=\frac{P(A, B)}{P(B)} \tag{B.6}
\end{equation*}
$$

An immediate observation from the definition of the conditional probability is the following equation, which is widely known as the product rule:

$$
\begin{equation*}
P(A, B)=P(A \mid B) \cdot P(B)=P(B \mid A) \cdot P(A) \tag{B.7}
\end{equation*}
$$

Conditional probabilities $P(A \mid B)$ and $P(B \mid A)$ are not equal, in the general case. In particular, the two conditional probabilities are related according to the following equation, which is widely known as the Bayes' Rule:

$$
\begin{equation*}
P(A \mid B)=\frac{P(B \mid A) \cdot P(A)}{P(B)} \tag{B.8}
\end{equation*}
$$

According to the Bays' rule, the two conditional probabilities are equal, if the corresponding prior probabilities (i.e., $P(A)$ and $P(B)$ ) are also equal. Finally, if the Bayes' Rule is combined with the marginilization procedure (equation B.5), then the result is the following alternative form:

$$
\begin{equation*}
P(A \mid B)=\frac{P(B \mid A) \cdot P(A)}{P(B \mid A) \cdot P(A)+P\left(B \mid A^{\prime}\right) \cdot P\left(A^{\prime}\right)} \tag{B.9}
\end{equation*}
$$

## B.1.2 Independence

Statistical independence means that a particular event does not effect the probability of another event. The detailed definition of probabilistic independence is given below:

Two events $X$ and $Y$ are independent if and only if:

1. $P(X \mid Y)=P(X)$ and $P(Y \mid X)=P(Y)$ and $P(X)>0$ and $P(Y)>0$, or:
2. At least one has 0 probability.

Another approach to probabilistic independence can be given through the following theorem: "Two events $X$ and $Y$ are independent if and only if: $P(X, Y)=P(X) \cdot P(Y)$."

In addition, two events $A$ and $B$ are conditionally independent, given a third event $C$ if and only if: $P(A, B \mid C)=P(A \mid C) \cdot P(B \mid C)$. Note, that conditional independence does not imply statistical independence. Furthermore, two events can be independent, but not conditionally independent, given a third event. Also, note that if $X$ and $Y$ are not conditionally
independent given $C$, then:

$$
P(A, B \mid C)=P(A \mid B, C) \cdot P(B \mid C)=P(B \mid A, C) \cdot P(A \mid C)
$$

## B. 2 Bayesian Networks

Bayesian Networks (BNs) are directed acyclic graphs (DAGs) that encode conditional probabilities among a set of random variables ([99], [52]). Each node of the graph corresponds to a separate random variable and the arcs of the graph encode the probabilistic dependence of the random variables (nodes). BNs are actually a sub-category of Graphical Models, i.e. graphs which nodes represent random variables, while the lack of arcs represents conditional independence. Undirected Graphical Models are known as Markov Random Fields (MRFs), while BNs are directed Graphical Models without circles.

In the case of discrete random variables, for each node (random variable) $A$, with parents $B_{1}, \ldots, B_{k}$ a conditional probability table (CPT) $P\left(A \mid B_{1}, \ldots, B_{k}\right)$, is defined. In Figure B. 2 , a simple BN is presented. The BN consists of 5 binary nodes. The local conditional probabilities of each node are represented using the conditional probability tables. For example, if the state of node $A$ is 1 , then the probability that node $C$ is 1 , given that evidence, is 0.95 , i.e., $P(C=1 \mid A=1)=0.95)$. Note that, node $A$ has no parents (i.e., it is a root node), and therefore the CPT reduces to unconditional probability. In that case, prior probabilities have to be specified.

A very important property of BNs is that CPTs can determine the full joint distribution, i.e., the joint probability over all nodes of the BN. This is widely known as the "Chain Rule", or "Recursive Factorization". So, let a BN over $U=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$; then the joint probability distribution $P(U)$ is the product of all conditional local distributions:

$$
\begin{equation*}
P(U)=P\left(A_{1}, A_{2}, \ldots, A_{n}\right)=\prod_{i=1}^{n} P\left(A_{i} \mid \operatorname{parents}\left(A_{i}\right)\right) \tag{B.10}
\end{equation*}
$$

## B.2.1 BNs and conditional independence

The structure of a BN can help in determining conditional independencies ([100], [101]). Towards this end, the "d-separation" graphical criterion can be used. A path $p$ is "d-


Figure B.2. A simple Bayesian Networks. All nodes correspond to binary random variables. The CPTs of each node are also presented.
separated" (or blocked) by a set of nodes $Z \mathrm{iff}$ :

- $p$ contains a chain $i \Rightarrow j \Rightarrow k$ or a fork $i \Leftarrow j \Rightarrow k$ such that the middle node $j$ is in $Z$, or:
- $p$ contains an inverted fork $i \Rightarrow j \Leftarrow k$ such that neither the middle node $j$ or any of its descendants are in $Z$.

Otherwise, the path is called active.
This criterion is used for finding conditional independencies as follow: " $X$ and $Y$ are independent given evidence $Z$ (or a set of variables) iff every undirected path from $X \Rightarrow Y$ is "blocked" or "d-separated" by $Z$ "

## B.2.2 BN inference

Inference is the procedure of answering probabilistic queries using the BN structure. Suppose that values $e$ have been observed on a set of variables $E$. The purpose of inference is to compute the posterior probability that node $V$ is equal to $v$, given the observed variables $(P(V=v \mid E=e))$. Observed nodes are called evidence. The most obvious solution to the problem of inference is to sum irrelevant variables by applying marginalization in the Bayes' Rule. In the general case, this has been proved to be an NP-hard problem ([102]).

Though, some more efficient algorithms have been presented for solving the problem in restricted types of BNs. For example, a message passing algorithm has been proposed for exact inference in polytrees (i.e., single connected networks), which manages to solve the problem in a linear complexity in the number of nodes ([100]). Apart from that, approximate inference algorithms have also been proposed. Stochastic sampling is the general idea among such methods, according to which a set of random selected samples is selected and query probabilities are approximated by the frequencies of the sample (simple counts). Some alternative methods to stochastic sampling are the Gibbs sampling ([103]), Hybrid Monte Carlo sampling ([104]) and Metropolis sampling [101].

## B.2.3 BN training

The process of estimating the BN topology (i.e. the topology of the graph structure) and the CPTs is called BN training. This can be achieved through using expert knowledge or raw data. The simplest case of BN training is when the structure is known and training data has no missing values. In that case, the goal is simply to estimate the values of each conditional probability table, which is achieved by maximizing the contribution to the likelihood function of each node independently. In the case of discrete nodes this is equivalent to a simple counting process. In the case the data is incomplete or the structure is unknown, learning is computationally intractable. Especially the process of learning an unknown structure is an NP-hard problem [75].
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